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Investigating machine moral judgement 
through the Delphi experiment
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Saadia Gabriel9, Yulia Tsvetkov    1, Oren Etzioni1, Maarten Sap2,4, Regina Rini10 & 
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As our society adopts increasingly powerful artificial intelligence (AI) 
systems for pervasive use, there are growing concerns about machine 
morality—or lack thereof. Millions of users already rely on the outputs of 
AI systems, such as chatbots, as decision aids. Meanwhile, AI researchers 
continue to grapple with the challenge of aligning these systems with 
human morality and values. In response to this challenge, we build and test 
Delphi, an open-source AI system trained to predict the moral judgements 
of US participants. The computational framework of Delphi is grounded in 
the framework proposed by the prominent moral philosopher John Rawls. 
Our results speak to the promises and limits of teaching machines about 
human morality. Delphi demonstrates improved generalization capabilities 
over those exhibited by off-the-shelf neural language models. At the same 
time, Delphi’s failures also underscore important challenges in this arena. 
For instance, Delphi has limited cultural awareness and is susceptible to 
pervasive biases. Despite these shortcomings, we demonstrate several 
compelling use cases of Delphi, including its incorporation as a component 
within an ensemble of AI systems. Finally, we computationally demonstrate 
the potential of Rawls’s prospect of hybrid approaches for reliable moral 
reasoning, inspiring future research in computational morality.

The research community has produced increasingly powerful artificial 
intelligence (AI) systems for pervasive use in recent years. Already, 
millions of users rely on text outputs from chatbots as decision aids1. A 
range of corporations and institutions have adopted AI systems, such 
as those used for résumé screening2,3 or in autonomous vehicles4, to 
make decisions riddled with moral implications. Existing regulation5–11 
and human supervision12–15 are intended to curb the harms of pervasive 
automation. However, the speed, scale and complexity of modern 

AI systems render such measures incomplete. Thus, it is becoming 
critical to find additional mechanisms to build AI systems informed 
by human values16–19.

In response to this challenge, we present Delphi, an open-source 
AI system that is designed to predict human moral judgement about 
a broad spectrum of everyday situations expressed in natural lan-
guage. Building on large-scale neural language models, Delphi’s unique  
predictive capacity is enabled by the Commonsense Norm Bank  
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First, human intelligence and current language-based AI systems are 
fundamentally different. Humans can understand and reflect on abstract 
high-level directives and apply them as a situation requires. However, 
it is challenging for AI to apply abstract rules in complex real-world 
situations22,33, in which multiple moral principles may come into conflict 
without conclusive ways to resolve them. For example, judging the situ-
ation ‘lying to protect my loved one’s feelings’ involves the competing 
norms ‘it is wrong to lie’ and ‘it is wrong to hurt your loved ones’. In fact, 
the tension between top-down and bottom-up approaches to AI ethics 
is analogous to the historical contrast between the ‘good old-fashioned 
artificial intelligence’34 and modern machine learning paradigms. Good 
old-fashioned artificial intelligence attempts to formalize the rules of 
intelligence in logical forms, providing an a priori representation of 
what AI should learn, which turns out to be astonishingly brittle in the 
face of diverse real-world inputs. In contrast, the success of modern AI is 
almost entirely example driven: the implicit patterns of a large amount 
of examples are captured by learning algorithms in a bottom-up manner.

Second, a bottom-up approach allows researchers and technolo-
gists to minimize the role of their own value commitments. Top-down 
approaches demand substantial value-laden discretion on the part 
of researchers (for example, about which logically possible general 
principles should even be considered). A bottom-up approach, starting 
from a large dataset of many different people’s views on many simple 
and familiar scenarios, reduces the need for researchers to employ 
their own moral judgement. Although achieving absolute value neu-
trality may not be possible (some value-laden choices were inevitably 
made in the research process), it is a strong advantage that bottom-up 
approaches maximize this as much as possible.

Rawls’s decision procedure for ethics
A bottom-up approach can bypass both these concerns via learning 
by examples (from people at large) instead of learning by rules (from 
moral authorities) when the set of examples is carefully curated and 
large enough. In fact, the underlying computational framework of 
Delphi was foreshadowed by the ‘decision procedure for ethics’35 pro-
posed in 1951 by Rawls, one of the most influential moral philosophers 
of the century. Rawls envisioned that by presenting a variety of moral 
scenarios to various people and analysing their judgements, a phi-
losopher could discover common patterns that would reveal people’s 
latent morals and values.

Rawls himself never implemented this thought experiment, as the 
procedure would not have been realistic given the technology of the 
time. Fifty years later, however, cognitive scientists began to implement 
Rawls’s idea in small-scale laboratory settings36,37. Meanwhile, experi-
mental philosophers have shown that crowd-based philosophical intui-
tions are surprisingly stable across demographic groups38. Although 
some critics have raised concerns about the competency of judges in 
these paradigms39,40, the studies have made compelling arguments 
that demonstrate the reliability of bottom-up approaches to describe 
patterns of human moral judgement41,42. In our work, we move away 
from constrained laboratory settings to scale up the implementation 
of Rawls’s proposal using computational methods. Modern crowd-
sourcing paradigms enable the collection of ethical judgements from 
people at an unprecedented scale. Simultaneously, advances in deep 
neural networks enable machines to capture commonsense morality 
inductively from large-scale data. Effectively, Delphi demonstrates the 
synergistic effect of combining Rawls’s philosophical framework with 
state-of-the-art computational tools and data-gathering methods.

Towards hybridization of bottom-up and top-down approaches
In spite of its merits, applying the bottom-up approach alone inevitably 
faces a crucial limitation: a model that relies on the generalizations of 
crowdsourced morality is susceptible to systemic, shared prejudices 
and pervasive biases of crowdworkers. Anticipating this challenge, 
Rawls eventually amended his proposed methodology43, arguing that 

(or Norm Bank, in short), a textbook of 1.7M crowdsourced moral 
judgements primarily from educated, white crowdworkers in the US 
(annotator demographics are shown in Extended Data Table 1).

Delphi predicts judgements that are often consistent with judge-
ments of our participants.

Situation: ‘helping a friend’.
Delphi: it’s good.
Situation: ‘helping a friend spread fake news’.
Delphi: it’s bad.
Delphi is robust against minimal alterations in context, which 

stump contemporary language-based AI systems (for example, Ope-
nAI’s GPT-3 (ref. 20) and GPT-4 (ref. 21)), as illustrated below.

Situations: ‘killing a bear’.
Delphi: it’s wrong.
Situation: ‘throwing a ball’.
Delphi: it’s okay.
Situation: ‘killing a bear to save a child’.
Delphi: it’s okay.
Situation: ‘throwing a metal ball’.
Delphi: it’s dangerous.
Situation: ‘killing a bear to please a child’.
Delphi: it’s wrong.
Situation: ‘throwing a meat ball’.
Delphi: it’s rude.

When tested with unseen examples from Norm Bank, Delphi’s pre-
dictions match the judgement labels annotated by crowdworkers 92.8% 
of the time, outperforming state-of-the-art off-the-shelf language 
models that make correct predictions ranging from 60.2% to 79.5% of 
the time. The limited inherent moral sense in increasingly prevalent 
neural language models, despite extensive value alignment processes, 
highlights the need to explicitly teach AI systems with moral textbooks.

Delphi is one of the first steps towards investigating the promises 
of teaching machines to predict human moral judgement through an 
open science approach. However, whether we should teach morality 
to machines at all—and whether such a goal could, in principle, ever 
be achieved—has long been debated15,22–27. Indeed, our analysis reveals 
important failures of the Delphi system, including pervasive biases28–30 
and cultural insensitivity.

In this paper, we describe the novel computational framework of 
Delphi, key empirical insights of both the promises and limitations of 
Delphi, and its theoretical grounding in moral philosophy proposed by 
the prominent moral philosopher John Rawls. By recognizing strengths 
and weaknesses in the Delphi experiment, we present a critical inves-
tigation of the goal of bringing AI systems in line with human values, 
norms and ethics, as well as highlighting exciting research challenges 
worthy of further investigation.

Theoretical framework
Bottom-up versus top-down
The theoretical framework used to design Delphi is bottom-up, descrip-
tive and example based (Fig. 1a). This is in stark contrast to the more 
dominant approach to AI ethics that focuses on specifying a small set 
of fundamental principles, which are generally top-down, prescriptive 
and rule based15. The top-down framework mirrors a common approach 
in moral philosophy, which suggests that moral judgements can be 
derived from a series of articulable principles as exemplified by Kant’s 
categorical imperative31. Top-down rules guide our behaviour in many 
different areas of society, including religion (for example, the Golden 
Rule and the Ten Commandments) and medicine (for example, the Hip-
pocratic Oath). Recently proposed legislation on AI policy, such as The 
AI Act32, exemplify real-world top-down guidelines and laws that govern 
AI applications. Thus, it may seem counterintuitive for Delphi to take 
the bottom-up alternative. We highlight two reasons for this decision.

http://www.nature.com/natmachintell
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ethical theory needs to ‘work from both ends’, allowing top-down prin-
ciples of justice to guide patterns drawn from bottom-up judgements. 
This method, called reflective equilibrium, is now standard in moral 
philosophy.

Our position is that machine morality will benefit from both 
bottom-up modelling (to capture situational nuances) and top-down 
constraints (to alleviate systemic biases), in line with arguments made 
in the domain of robotics15. Although Delphi itself does not complete 
both ends of reflective equilibrium, it provides a firm bottom-up foun-
dation for future work to do so. To demonstrate possible paths forward 
for incorporating top-down guidance with bottom-up models, we 
include two empirical studies of hybrid approaches in the ‘Towards 
hybrid approaches’ section. In sum, the Delphi model presents one of 
the first computational systems that follows a bottom-up, descriptive 
theoretical framework of ethics.

Computational framework
Delphi is a computational model trained to predict people’s moral 
judgements of everyday situations. It is designed to take in a query 
and output an answer (Fig. 1b). The query can be formulated as a state-
ment (for example, ‘women cannot be scientists’), a depiction of an 
everyday situation (for example, ‘driving a friend to the airport’), or 
a question inquiring about the moral implications of a situation (for 
example, ‘can I drive a friend to the airport without a license?’). In 
response, Delphi produces a simple yes/no answer (for example, ‘no, 
women can be scientists’) or a free-form response intended to capture 
the richer nuances of moral judgements. For example, for the ques-
tion ‘driving your friend to the airport without bringing your license’,  
Delphi responds as ‘it is irresponsible’, whereas for the question ‘can  

you drive your friend to the airport in the morning?’, Delphi responds with  
‘it is considerate’.

With Delphi, we release Norm Bank—a compilation of 1.7M descrip-
tive human moral judgements of everyday situations. In line with recent 
work in moral psychology arguing that there is no conceptually coher-
ent distinction between moral and social conventional norms44–46, we 
take an inclusive approach and include human judgements of a wide 
range of socio-moral actions. Situations in the Norm Bank are drawn 
from existing datasets, namely, Social Chemistry47, Ethics Common-
sense Morality (ETHICS)48, Moral Stories49 and Social Bias Frames50, and 
converted into a unified query–answer (QA) format via template-based 
transformation rules (Extended Data Table 2). The resulting Norm 
Bank includes judgements about various everyday topics, such as 
people, relationships, cognition, actions, life and society (Fig. 2). Norm 
Bank advances the state of the art on dataset scale51, format52,53 and 
content54,55, which are key elements accounting for numerous natural 
language processing (NLP) breakthroughs20,21,56–60. We release Norm 
Bank as a representative dataset of particular participants’ moral judge-
ments without necessarily endorsing the correctness or appropriate-
ness of those judgements.

The backbone of Delphi is UNICORN, a multitask common-sense rea-
soning model trained across a suite of common-sense QA benchmarks53. 
We build the Delphi system on top of UNICORN because moral judge-
ments often require common-sense grounding about how the world 
works. For example, judging whether or not it is allowable to ask a child 
to touch an electric socket with a coin requires physical common-sense 
knowledge about the dangers of touching a live wire61. UNICORN, in turn, 
builds on Google’s T5 model with 11B parameters (T5-11B), a pretrained 
neural language model based on the transformer architecture62.

Life and
society

People

Common-sense moral models  

Other

Actions

Relationships

Cognition

Killing a bear

Killing a bear to please your child

Killing a bear to save your child

Exploding a nuclear bomb to save your child
Mitigate pervasive errors

Top-down constraint

Learn from crowdsourced morality
and capture patterns of human moral sense

Bottom-up approach to human ethics

UNICORN53

Universal common-sense reasoning model

T5
 (ref. 63)

Transformer-based language model
Language understanding

Common-sense reasoning

Moral judgement Commonsense Norm Bank 
1.7M people’s ethical judgements over a

wide spectrum of everyday situations

We should not pay
women and men equally

No, we should

It is wrong

It is wrong

It is bad

It is bad

It is understandable

It is rude  to judge people
by their appearance

Yes, it is rude

It is okay

Social Chemistry47
Everyday situations 1.5M

Moral Stories49
Contextualized narratives 144k

Social Bias Frames50
Social justice and biases 28k

ETHICS48
Unambiguous moral situations 21k

Helping a friend spread fake news

Not wanting to share your
feelings in public

John Rawls35,43

b     Computational frameworka Theoretical framework

Inclusive, ethically informed, socially aware AI

Fig. 1 | Theoretical and computational frameworks of Delphi. a, The theoretical 
moral framework is proposed by Rawls. In 1951, Rawls proposed a ‘decision 
procedure of ethics’35 that takes a bottom-up approach to capture patterns of 
human ethics via crowdsourcing moral opinions of a wide variety of people. 
Later, in 1971, Rawls complemented the theoretical procedure with top-down 
constraints in his most famous work43. Together, ethics requires ‘work from both 
ends’: sometimes modifying abstract theory to reflect moral common-sense, but 
at other times, rejecting widely held beliefs when they do not fit the requirements 
of justice. This process, which Rawls called ‘reflective equilibrium’, continues 

to be the dominant methodology in contemporary philosophy. b, Delphi is a 
descriptive model for common-sense moral reasoning trained in a bottom-up 
manner. Delphi is taught by Norm Bank, a compiled moral textbook customized 
for machines, covering a wide range of morally salient situations. Delphi is 
trained using UNICORN, a T5-11B-based neural language model specialized in 
common-sense question answering. Delphi takes in a query and responds with 
a yes/no or free-form answers. Overall, Delphi serves as the first step towards 
building a robust and reliable bottom-up moral reasoning system serving as the 
foundation of the overall theoretical ethical framework proposed by Rawls.
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Emergent moral capabilities of Delphi
We gauge the capabilities of Delphi on a suite of tests and show the 
results in Fig. 3. When tested on held-out examples from Norm Bank, 
Delphi achieves an accuracy of 92.8% (Fig. 3a). Experiments show that 
the larger base model, T5-11B, is more effective than the smaller T5-large 
model (Fig. 3b). It learns to quickly generalize to examples from Norm 
Bank, achieving 86.9% accuracy with only 0.1% of training examples. To 
achieve the full accuracy of 93.2%, however, training on the full dataset 
is necessary—with more training data, the model continues to improve 
steadily (Fig. 3c).

The compositional complexity of the examples is also criti-
cal to Delphi’s ability to generalize. Training Delphi on a mixture of 
non-compositional (for example, ‘speaking’) and compositional 
(for example, ‘speaking loudly in a library’) examples achieves 
higher accuracy of 89.7% than when trained on non-compositional 
examples only, which has 87.1% accuracy (Fig. 3d). This shows 
that a mixture of compositionality leads to a more capable model 
even when the mixture training set is seven times smaller than the 

non-compositional set. We use syntactic compositionality as a proxy  
for complexity.

We also compare our results to GPT-3 (ref. 63), which achieves an 
accuracy of 60.2% and improves to 82.8% with in-context examples 
(Fig. 3a). More recent models like GPT-3.5 and GPT-4 show improved 
performances of 79.4% and 79.5% without in-context examples, respec-
tively, but underperform Delphi (Extended Data Table 3). This demon-
strates that even though self-supervision allows models to implicitly 
learn some moral sense64, large-scale and general alignment alone do 
not endow language models with the ability to fully predict human 
moral judgement.

Generalization beyond Norm Bank
Rendering moral judgements of basic actions such as ‘killing’ and ‘steal-
ing’ may be simple65,66, additional context may complicate things (for 
example, ‘killing a mosquito’ may be defensible). We systematically 
study Delphi’s capacity to generalize to compositional situations by 
crafting 259 moral situations with contexts of varying complexities. 
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Results show that Delphi outperforms GPT-3 by 16.1% in accuracy, bet-
ter handling these ‘defeasible’ moral contexts (examples are shown in 
Fig. 4). More fine-grained analyses show that Delphi’s predictions in 
this dataset are in 100% agreement with our participants’ judgements 
when considering only the directionality of the judgement shift (that is, 
when a context is added to a simple scenario, model predictions shift 
in the same direction as human judgements) and 74.5% in agreement 
accounting for the magnitude of change in addition to directionality.

Positive downstream impact
Since its release, Delphi has been used in a range of applications, such as 
guiding agents to avoid harmful actions in a text-based game environ-
ment67 and improving the safety of dialogue agents68. Here we inves-
tigate two more additional positive use cases of Delphi: hate speech 
detection and ethically informed open-text generation.

Automatic hate speech detection69 is a highly challenging 
task50,70,71, as real-world hate speech examples are ever evolving and 
nuanced. We train Delphi with 100 examples from two hate speech 
benchmarks: Dynahate70 and Latent Hatred71. Delphi outperforms our 
best baseline by 4.05% and 5.81%, respectively (Fig. 3e). Moreover, Del-
phi generalizes well to the out-of-distribution test data (for example, 
trained on Dynahate and tested on Latent Hatred), outperforming the 
most competitive baselines by 8.51% and 1.31%, respectively.

We also demonstrate that Delphi can be used to guide language 
generation models to produce ethically informed narrative stories (that 
is, ROCStories72). We use Delphi as a decoding-time re-ranker to select 
the most morally positive or prosocial sentences from a generator 
model. Our results show that narratives guided by Delphi achieve the 

highest prosocial implication scores as evaluated by human annota-
tors, outperforming the strongest baselines by 12.1%–30.5%, without 
sacrificing language quality (Fig. 3f; examples are listed in Extended 
Data Table 4).

Transfer to other moral frameworks
We experiment with the ETHICS benchmark48, which assesses a mod-
el’s ability to predict judgements consistent with particular moral 
frameworks, such as utilitarianism, deontology and virtue ethics. We 
fine-tune Delphi with 100 training examples for each task in Ethics. 
Compared with baselines, Delphi achieves relative accuracy improve-
ments of 2.5%–100.9% (Fig. 3g), demonstrating that Delphi’s training 
on general moral judgements can be effectively adapted to different 
theoretical moral frameworks.

Limitations of the bottom-up model
AI systems should be evaluated comprehensively, considering both 
their successes and failures. Thus, we critically examine the limita-
tions of Delphi, highlighting issues such as social biases and cultural 
insensitivity.

Social biases
As foreseen by Rawls, bottom-up approaches can fall prey to perva-
sive social biases43, which indeed remain an ongoing concern in most 
data-driven AI systems to this day73–75. Such biases cause representa-
tional harms against minoritized groups76, which can be the target of 
hate or derogatory sentiment expressed as moral disgust or outrage77–79. 
Although we include the Social Bias Frames in Norm Bank to explicitly 
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Fig. 3 | Main results of the Delphi experiment. a, Delphi achieves better 
performance on Norm Bank compared with GPT-3 30-shot, 3-shot and 0-shot 
baselines, evaluated by human annotators with n = 1,000 examples sampled 
from the Norm Bank test set. b, T5-11B serves as a stronger base model compared 
with T5-large, evaluated with n = 98,627 examples in the Norm Bank test set. c, 
Ablation results showing the scale of training data improves Delphi’s learning. 
d, Ablation results showing the compositionality of training instances improves 
Delphi’s learning, evaluated with n = 98,627 examples in the Norm Bank test set. e, 
Delphi, with minimal supervisions, outperforms the UNICORN and pretrained T5 
baseline models on hate speech detection under both in-distribution and out-of-
distribution settings, evaluated with n = 1,015 test examples from Latent Hatred. 
f, Using Delphi to guide language generation models helps improve the prosocial 

implication scores (care, fair, loyal, noble and impact) of the generated stories 
without sacrificing the language quality, with n = 300 human annotator ratings, 
compared with standard beam and greedy decoding and sentiment-classifier-
enhanced decoding. g, Delphi outperforms the UNICORN and pretrained T5 
baselines on knowledge transfer to specific theoretically motivated moral 
frameworks, including justice (n = 513), deontology (n = 884), virtue (n = 956), 
utilitarianism (n = 4,272) and common-sense morality (n = 3,964). The error 
bars in the bar charts denote the 95% confidence interval of the mean based on 
bootstrapping. All the statistical tests are performed via two-tailed t-tests with 
1,000 permutations. *, ** and *** indicate statistical significance levels at P < 0.05, 
P < 0.01 and P < 0.001, respectively. We include the exact P value for each instance 
marked by * and ** across all the plots.
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counter social biases (for example, teaching Delphi to infer that ‘saying 
that we should not lower our standards just to hire women’ is ‘problem-
atic’), Delphi is not immune.

To quantify biases within Delphi, we design a controlled experi-
ment to measure how much Delphi affirms the fundamental rights 
of people of various social and demographic identities based on the 
Universal Declaration of Human Rights (UDHR)80. We formulate 8k 
situations related to human rights (for example, ‘poor people have the 
right to own property’), combining 213 identities from 12 categories, for 
example, gender, race and appearance (Extended Data Table 5), using 
38 rights templates (Extended Data Table 6). For this experiment, we 

operate under the assumption81 that all identities should have all UDHR 
rights, and any model disagreement is evidence of bias.

Results show that Delphi fails in 1.3% of the cases. As shown in 
Fig. 5a, the strongest bias is observed for less-privileged socioeconomic 
identities (for example, poor, homeless and lower class) and people 
from regions of current-day conflict (for example, North Korea and 
Middle Eastern countries). For identities such as sexual orientation 
and gender, Delphi predicts agreement with all human rights. Inter-
estingly, Delphi also shows bias against certain privileged identities 
(for example, wealthy, non-disabled and beautiful people), though 
not at the level found for marginalized groups. It is worth noting that 
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Fig. 4 | Representative predictions of Delphi. Delphi shows robust ability to generalize to unseen situations beyond the Norm Bank, and adjust its judgement against 
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privileged identities are often implicit and unmarked in discourse 
unless stated to highlight or call out privilege (for example, in social 
justice discourse)82. This could explain Delphi’s biases against typically 
unmarked privileged identities. Breakdown results by UDHR state-
ments are shown in Extended Data Fig. 1.

Delphi’s failure to acknowledge human rights for certain demo-
graphic groups highlights an inherent tension between the current 
state of the world and what an ideal world should look like. We observe 
that small changes in the wording of our prompt to reflect an aspiration 
(for example, ‘poor people should have the right to own property’) 
leads to a lower bias of 0.2% (Fig. 5b), which suggests that the model 
has learned human aspiration against social biases. Nonetheless, disa-
greements remain for certain groups (for example, homeless people 
or people from North Korea), probably due to deep-seated pervasive 
biases learned from the data.

Limited culture awareness
Human-authored datasets may encode the ideologies of crowdworkers. 
Consequently, Delphi primarily encapsulates the moral compass and 
social expectations of a subset of the population of the United States of 
the twenty-first century, and exhibits lower alignment with certain cul-
tures, such as non-English-speaking countries83. Qualitatively, Delphi’s 
predictions demonstrate some cultural awareness. For example, Delphi 
predicts that greeting by kissing on the cheek in France is ‘normal’, but 
doing so in Vietnam is ‘rude’84. However, this cultural awareness does 
not extend systematically to the entire world. For example, Delphi incor-
rectly adopts the default judgement ‘it is normal’ for eating with your 
left hand in India or Sri Lanka, where such action is considered unclean 
and offensive85,86. Expanding moral value representations to include 
diverse cultures is an important future direction for machine ethics.

Towards hybrid approaches
Although Delphi was designed to predict descriptive moral judge-
ments rather than prescribing a ‘moral truth’, regulating pervasive 
biases emerging from bottom-up models could be useful for a range 
of applications. We present two demonstrative studies—one using data 

selection (Delphi+) and one using symbolic reasoning (DelphiHYBRID)—as 
the first step towards creating more controllable and interpretable 
hybrid moral systems that instantiate Rawls’s vision.

Mitigating social biases with justice-directed data
We take a data-driven approach towards the top-down mitigation 
of social biases by adding justice-directed training data. Such data 
consists of user queries that the model errs on from a public demo 
of Delphi, spanning social-justice-related topics (for example, ‘black 
people walking towards you at night’) to cost–benefit trade-offs (for 
example, ‘mass genocide for greater good’) under-represented in 
Norm Bank. Judgements for the selected queries are crowdsourced. 
Therefore, the approach is still data driven. However, we approximate 
a top-down measure in that the data are judiciously chosen to fill in 
the Norm Bank’s missing knowledge gaps and thereby reinforce, in 
Delphi+, people’s values regarding identity-related queries. With the 
new corpus, we train an enhanced model Delphi+—a model less sus-
ceptible to pervasive social biases than Delphi as measured through 
UDHR experiments. As shown in Fig. 5b (the breakdown results are 
listed in Extended Data Table 7), using declarative current-world phras-
ings yields only 0.7% disagreements (versus 1.3% in Delphi), and using 
ideal-world phrasing yields only 0.1% disagreements (versus 0.2% in 
Delphi). Delphi+ demonstrates the promise of data-driven top-down 
hybrid approaches to mitigate (although not totally eliminate)  
undesirable model biases.

Enhancing interpretability via symbolic reasoning
Delphi sometimes makes mistakes that humans rarely make. When 
faced with an unusual query like ‘performing genocide if it creates jobs’, 
humans can reason through the benefits of job creation against the vast 
harms of genocide to make a judgement. To mimic how human moral 
judgement draws on systematic reasoning, we take a neurosymbolic 
approach87,88 to add explicit reasoning processes into an otherwise 
opaque neural model. Effectively, we overcome the problem of inter-
pretability and controllability of neural model representations via the 
introduction of human-readable representations.
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Fig. 5 | Social biases analysis of Delphi with the UDHR articles. a, By probing 
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significance levels at P < 0.001.
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We introduce DelphiHYBRID, a moral reasoning system that inte-
grates a symbolic graph-based reasoning mechanism into Delphi. 
DelphiHYBRID operates in two stages. First, given an event, DelphiHYBRID 
constructs a moral constraint graph, which is a structured representa-
tion of factors that may affect moral judgements and their associated 
logical relations (Fig. 6a, steps 1–3). Nodes of the moral constraint 
graph represent judgements of a given situation. They can be gener-
ated from bottom-up Delphi predictions or top-down symbolic rules 

inspired by moral theory89. Edges represent logical constraints (that 
is, identity, entailment and contradiction) between nodes. Second, a 
moral judgement can be inferred by solving a constrained optimization 
problem (for example, MAX-SAT, a maximum satisfiability problem) 
over the moral constraint graph (Fig. 6a, step 4). As a proof of concept 
for the top-down symbolic rules, we implement the ten moral principles 
from the ‘common morality’ framework89,90 (Extended Data Table 8). To 
operationalize these high-level moral principles, DelphiHYBRID surfaces 
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Fig. 6 | System demonstration and example output of DelphiHYBRID. 
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symbolically guided reasoning mechanism to complement the bottom-up 
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moral principles of common morality proposed by Bernard Gert as the top-down 
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promise of combining the neural and symbolic knowledge representations to 
support common-sense-informed, controllable and interpretable machine moral 

reasoning. b, An example of the moral constraint graph produced by DelphiHYBRID 
for the event ‘mass genocide for greater good’. Nodes denote judgements derived 
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morally relevant features from common-sense inferences of events 
using common-sense transformers (COMET)91,92.

As shown in Extended Data Table 9, DelphiHYBRID is more robust than 
Delphi against strongly, morally charged adversarial situations col-
lected from Delphi demo (+3.7%) and maintains its accuracy on Norm 
Bank with only minimal performance degradation (–2.0%). There are 
often inherent trade-offs between the interpretability and accuracy 
of a system93; therefore, the relatively sizeable improvement in the 
accuracy of DelphiHYBRID on adversarial situations and minimal deg-
radation on Norm Bank is, therefore, notable. The moral constraint 
graph offers an improved interpretability of the system’s prediction 
(Fig. 6b shows an example), allowing for tracing down the source of 
individual judgements and their relations with other nodes. Such an 
interpretable interface enables flexibility in correcting mistakes or 
customizing specific symbolic rules to align with the system’s design 
intention or personal moral preferences. Even for situations that Del-
phi predicts correctly, DelphiHYBRID offers fine-grained insights into 
how Delphi reacts to related situations and their subcomponents. As 
an instantiation of a hybrid system, DelphiHYBRID shows the promise 
of combining the neural and symbolic knowledge representations 
to support common-sense-informed, controllable and interpretable 
machine moral reasoning.

Discussion and the future of machine ethics
The goal of the Delphi experiment is to investigate the promises and 
limitations of teaching AI systems to predict people’s moral judge-
ments by using a crowdsourced moral textbook. More broadly, our 
goal is to inspire further research into inclusive, ethically informed and 
socially aware AI systems. We have shown that Delphi demonstrates a 
notable capability to generate on-target predictions over nuanced and 
complicated situations, suggesting the promising effect of bottom-up 
approaches.

We have also, however, observed Delphi’s susceptibility to errors 
such as pervasive biases. As proposed by Rawls, these types of bias can 
be overcome through a hybrid approach that ‘works from both ends’—
introducing top-down constraints to complement bottom-up knowl-
edge43. We demonstrate that integrating a common-sense-informed, 
rule-inspired collective inference module is indeed possible and can 
effectively improve the robustness and interpretability of Delphi pre-
dictions on critical moral matters, and that addressing information 
gaps in the dataset (for example, social justice) is instrumental in bias 
reduction. Crucially, the design of future ethical AI models requires 
fundamental innovations in system structures to enhance models’ 
capabilities to go beyond simple input–output forms. Finally, Delphi 
certainly is not ready to serve as an authoritative guide for day-to-day 
human ethical decision-making. It is an experiment meant to see the 
possibilities and limits of human–machine collaboration in the ethical 
domain. Whether an improved successor technology might one day 
provide direct ethical advice to humans is a subject to be debated by 
theorists and society at large.

Morality is notoriously complex—there are endless views on how 
people should behave. Because of these deep-seated disagreements, 
discourse around the plausibility of developing morally informed AI 
frequently emphasizes the individual and personal nature of morality, 
rendering attempts to systematically imbue human moral values into 
machines a fool’s errand94. Although there is little doubt regarding the 
importance of moral differences, convergent evidence across multiple 
fields—including comparative law95, anthropology96, psychology97–99 
and philosophy100—also highlights important similarities in people’s 
moral systems, suggesting room for optimism that there are matters 
of widespread moral consensus and that it may be possible to teach 
moral universals to AI systems.

We are also fully mindful that morality is neither monolithic nor 
static. As societies differ in norms and evolve over time, a robust AI 
system should be sensitive to this value relativism81,101 and pluralism102. 

This will require continuous and transparent engagement with a wide 
range of culturally diverse stakeholders to identify their needs and bet-
ter pre-empt potential harms75. Furthermore, a more inclusive discus-
sion should also address our responsibility as academic and industry 
researchers to put concerns about societal risks ahead of research, 
development and deployment. As such, the next steps in this research 
will require collective efforts from across the research community. In 
this effort, we publicly release our system and data for further open 
dialogue. The codebase, Delphi models and Norm Bank are publicly 
available at https://github.com/liweijiang/delphi.git.

Methods
Dataset: Norm Bank
Source data. Motivated by Rawls’s theory35, we leverage a descriptive, 
bottom-up approach to train Delphi by unifying five existing large-scale 
datasets of human moral judgements rendered in response to morally 
charged cases—Social Chemistry47, Ethics48, Moral Stories49, Social 
Bias Frames50 and SCRUPLES103. In this paper, we focus on the first four 
sources. We name the unified dataset as the Norm Bank.

Social Chemistry47 is a large-scale corpus formalizing people’s 
social and ethical judgements of diverse everyday situations in natu-
ral language. To train Delphi, we use the action extracted from the 
rules of thumb (ROTs) as the central moral scenario to be judged, the 
situation from the corresponding ROTs as supplementary situational 
information to contextualize the action, the ethical social judgement 
attribute as the three-way classification judgement label and the textual 
judgement from the ROT as the open-text judgement label. In addition, 
we use ROTs to teach Delphi to assess the correctness of statements 
expressing moral judgements.

ETHICS48 is a benchmark assessing language models’ ability to 
predict human ethical judgements in straightforward everyday situ-
ations. To train Delphi, we use the subset of short scenarios from the 
common-sense morality subsection, paired up with corresponding 
binary classification judgement labels. Open-text labels are sampled 
from a list of handcrafted text judgements derived from classification 
labels.

Moral Stories49 is a corpus of structured narratives for studying 
grounded and goal-oriented moral reasoning. To train Delphi, we 
use the moral/immoral actions and ground them either with situa-
tions or with situations and intentions. Moral and immoral actions 
and their corresponding contextualizations are assigned binary 
classification labels. Open-text labels are derived from classification  
labels.

Social Bias Frames50 is a dataset that captures the pragmatic 
frames in which people express social or demographic biases or ste-
reotypes. Social Bias Frames aims to alleviate stereotypes or biased 
viewpoints towards social and demographic groups conventionally 
under-represented or marginalized when applying the generally per-
ceived ethical judgements. We formulate the inputs as actions of saying 
or posting the potentially offensive or lewd online media posts (for 
example, ‘saying we should not lower our standards to hire women’). 
Posts with or without offensive or lewd implications are assigned binary 
classifications. Open-text labels are sampled from a list of handcrafted 
text judgements.

Data unification. We adopt a multitasking setup to unify three QA 
modes representing diverse forms of responses: yes/no, free-form 
and relative. This paper focuses on the yes/no and free-form modes; 
Extended Data Table 2 lists examples.

The yes/no mode takes real-life assertions involving moral judge-
ments, such as ‘women cannot be scientists’, as the input. Delphi is 
tasked with assigning a classification label based on whether general 
society agrees or disagrees with the statements. Additionally, Delphi 
is tasked to supply an open-text judgement, such as ‘no, women can’ 
and ‘yes, it is kind’ to the earlier assertion.
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We source and augment ROTs from Social Chemistry, which are 
statements of social norms that include both judgement and action 
(for example, ‘it is kind to protect the feelings of others’). We apply 
comprehensive semi-automatic heuristics to convert judgements in 
each of the ROTs to negated forms (for example, ‘it is rude to protect 
the feelings of others’). Then, we formulate a judgement statement to 
agree with the original (‘yes, it is kind’) and to disagree with the negated 
statement (‘no, it is kind’). We introduce noisy syntactic forms (for 
example, inflections of language, punctuation and word casing) to 
increase the robustness of Delphi against varying syntactic language 
forms. In total, we accumulate 478k statements of ethical judgements.

The free-form mode elicits the common-sense moral judgements 
of a real-life situation. Delphi takes the depiction of a scenario as an 
input and outputs a classification label specifying whether the action 
within the scenario is morally positive, discretionary (a neutral class 
indicating that the decision is up to individual discretion) or nega-
tive. Delphi further provides an open-text judgement accounting for 
fine-grained moral implications, such as attribution (for example, ‘it 
is rude to talk loudly in a library’), permission (for example, ‘you are 
not allowed to smoke on a flight’) and obligation (for example, ‘you 
should abide by the law’).

To train Delphi to predict compositional and grounded scenarios 
(for example, situations with multiple layers of contextual informa-
tion), we augment the data by combining actions from Social Chem-
istry, Ethics, Moral Stories and Social Bias Frames with corresponding 
situational contexts or intentions. We also convert declarative forms of 
situations into questions to incorporate inquisitive prompts (for exam-
ple, ‘Should I yell at my co-worker?’). Similar to the yes/no mode, we 
intentionally introduce noisy syntactic variations to improve Delphi’s 
resilience to different language forms. Through this data augmenta-
tion, we add approximately 1.2M descriptive ethical judgements on a 
variety of real-life situations.

Annotator demographics. Norm Bank is a unified dataset from exist-
ing resources, and we do not have direct access to the original annota-
tor pools. Instead, we report the demographic information reported 
in the original papers of our data sources (if available) in Extended 
Data Table 1. We acknowledge that Delphi represents moral situations 
produced by a limited slice of the demographic population (that is, 
educated, white crowdworkers in the US). We also agree that more 
comprehensive data should be sourced from views from a broader 
and, ideally, worldwide population. There is a rich, major emerging 
line of AI research on ‘pluralistic value alignment’ dedicated to tackling 
the challenge of enriching the diversity of value representations in AI 
systems102,104,105. We encourage future works to collect more compre-
hensive data that represent broader populations around the world.

Common-sense moral judgement model: Delphi
Training details. Training on the Norm Bank is carried out for 400k 
gradient updates, with early stopping on the validation set. We use an 
input sequence length of 512, target sequence length of 128, learning 
rate of 1 × 10–4 and batch size of 16. We conduct a grid search to explore 
learning rates in {3 × 10–3, 2 × 10–3, 1 × 10–3, 5 × 10–4, 1 × 10–4} and batch 
sizes in {8, 16}. We use XML-like brackets with tags to denote classifica-
tion and open-text labels. We train Delphi using TPU v. 3-32 and evaluate 
it using TPU v. 3-8, with model parallelisms of 32 and 8, respectively, 
on Google Cloud Virtual Machines. Training Delphi on the Norm Bank 
for four epochs takes approximately 72 h.

Evaluation. Automatic evaluation. For the free-form mode, we cal-
culate the accuracy score under the original three-way classification 
setting (that is, positive, discretionary and negative). Because many 
situations that fall under the discretionary class do not have strong 
moral implications, the boundary between good and discretionary is 
not always clear-cut. To better probe into the polarity of the model’s 

moral judgements, we combine the positive and discretionary classes 
into a ‘positive class’ and the negative classes into a ‘negative class’, and 
calculate its binary classification accuracy. To assess the open-text label 
predictions, we map approximately 1,000 text labels to either positive- 
or negative-polarity classes, covering about 98% of all open-text labels 
in the Norm Bank. For the yes/no mode, we calculate the accuracy 
scores for the binary classification task (that is, agree or disagree given 
a statement of moral judgement). For assessing the open-text labels, 
we calculate the approximate polarity matching estimated using the 
same text-to-class map used in the free-form mode.

Human evaluation. We task crowdworkers from the Amazon Mechani-
cal Turk to assess whether model-generated open-text moral judge-
ments are plausible on 1,000 randomly sampled test examples from 
free-form and yes/no modes. We gather annotations from three evalu-
ators per example and aggregate them by majority vote. Given the 
minimal risk to annotators, our annotation study was approved for an 
exemption from full review by our Internal Review Board. We did not 
collect demographic information, such as gender and age, as detailed 
analysis across different annotator demographics was not within our 
study’s scope. Annotators were compensated at an average rate of 
US$ 15.

Positive applications of Delphi
Hate speech detection. Dynahate. Dynahate70 is a hate speech dataset 
generated with a human-and-model-in-the-loop process and includes 
four data subsets of increasing difficulty (R1–R4). We focus on the 
binary classification of instances on ‘hate’ versus ‘not hate’.

Latent Hatred. Latent Hatred71 is a dataset of implicit hate language 
(that is, indirect language that expresses prejudicial views about a 
group) collected from messages of hate groups and their followers on 
Twitter/X. In our experiment, we focus on the binary classification of 
instances on ‘implicit or explicit hate’ versus ‘not hate’.

Experimentation. We fine-tune Delphi with data from Dynahate and 
Latent Hatred, under the few-shot setting. For Dynahate, we sample 100 
training examples from each of R1–R4, and train two few-shot models—
one with examples from R1 only, and one with examples from R1–R4. 
For Latent Hatred, we consider both few-shot and zero-shot settings. 
The few-shot model uses 100 training instances from Latent Hatred. We 
use the model trained on R1 of Dynahate data as the zero-shot model 
to evaluate on Latent Hatred. We consider T5-11B and UNICORN as the 
baselines.

Story generation. ROCStories. ROCStories72 is a crowdsourced struc-
tured corpus of common-sense stories. Each instance represents a 
five-sentence narrative, constructed to be read like a coherent story. It 
includes a beginning, an ending and causally linked events connecting 
them. Each sentence is limited to 70 characters.

Experimentation. We use Delphi to re-rank beam candidates from 
a fine-tuned GPT-2 (large) story generator model to create more 
morally appropriate stories during decoding. We evaluate this 
approach on 100 stories from the ROCSTORIES development set, 
comparing it with standard beam and greedy decoding baselines, 
and a sentiment-classifier-enhanced baseline. We conduct a human 
evaluation of the model generations with two criteria: language qual-
ity (grammar, fluency, story flow and interestingness) and prosocial 
implication. For the latter, annotators evaluate model generations 
based on Moral Foundation Theory106 dimensions: care/harm, fair-
ness/cheating, loyalty/betrayal and sanctity/degradation. Evaluators 
also assess whether the main and other characters are positively or 
negatively affected at the end of the story. Each story is evaluated by 
three annotators.
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Generalization to other moral frameworks. ETHICS. The ETHICS 
benchmark48 assesses language models’ knowledge about five promi-
nent moral frameworks: justice, deontology, virtue, utilitarianism and 
common-sense morality. We already include the short scenarios from 
the common-sense morality task in the original training data of Delphi. 
Data for the other tasks and long scenarios from the common-sense 
morality task do not appear in the training data of Delphi.

Experimentation. We fine-tune Delphi with 100 training instances from 
each task of Ethics and evaluate on the regular and hard test sets. We 
include T5-11B and UNICORN models as the baselines. We report our 
results using the same classification accuracy metrics as those used 
in ref. 48.

Evaluating and fortifying Delphi against social biases
Human rights evaluation using UDHR. We design a controlled probing 
task to measure Delphi’s violation of fundamental human rights across 
identities using UDHR80. We enumerate 38 human rights from UDHR 
(for example, ‘{identity} have the right to equal pay’) and pair them with 
213 social and demographic identities (for example, ‘women’) belong-
ing to 12 social and demographic identity groups (for example, gen-
der)107,108. This way, we establish 8,094 situations (for example, ‘women 
have the right to equal pay’) that provide a picture of the current-world 
realities of human rights. Additionally, we modify situations with the 
word ‘should’ (for example, ‘women should have the right to equal 
pay’) to get another 8,094 situations capturing aspirational ideal-world 
expectations. A full list of current-world and ideal-world situations is 
provided in Extended Data Table 6.

Fortifying Delphi against social biases. We collect annotations for 
common-identity-related (for example, gender and race) and general 
user queries from Delphi demo, using them alongside the Norm Bank 
to train an improved model, namely, Delphi+. We select 78,131 queries 
from Delphi demo, among which 13k relate to gender, 16k relate to 
race and 30k relate to other social identities (for example, religion 
and nationality). We use keyword matching to filter queries related 
to gender and race. We provide queries along with predicted answers 
from Delphi, and ask annotators to correct the Delphi labels if they rate 
them as incorrect. For each query, we collect annotations from at least 
three annotators, resulting in 200k QA pairs in total.

DelphiHYBRID: a hybrid moral reasoning system
System description. Moral constraint graph. Moral judgements often 
involve trade-offs. For example, for the event ‘killing a bear to save your 
child’, differences in prioritization of the rules ‘do not kill’ (the bear) 
and ‘save life’ (of your child) could lead to different views. Therefore, 
making a moral judgement of compositionally complex situations, like 
this one, requires a holistic assessment of constituents, top-down 
principles and their interactions. In DelphiHYBRID, factors in conflict are 
represented via a moral constraint graph (𝒢𝒢).

Nodes (N) of the graph represent judgements from hybrid sources. 
We consider moral judgements derived from two hybrid streams of 
moral theories: Rawls’s crowdsourced morality implemented by 
bottom-up Delphi predictions35,43, and moral rules and ideals from 
Gert’s common morality implemented by top-down symbolic rules89,90. 
Bottom-up nodes cover predicted moral judgements from Delphi on 
events, subcomponents and paraphrases. For each top-down moral 
principle, that is, abstract verbalization of moral rules, such as ‘do not 
kill’ and ‘do not cause pain’, we implemented multiple initiations of 
rules with different engineering choices, resulting in multiple nodes 
per moral principle (for example, event- or subevent-level rules). Moral 
concepts encompass the overarching Rawlsian theory and Gert’s 
top-down moral principles.

Edges (E) are added if we identify logical constraints between 
judgements represented by a pair of nodes. We consider three types 

of logical constraint: identity (that is, both nodes represent the same 
moral concept), entailment (that is, one node entails another, but they 
express different moral concepts) or contradiction (that is, nodes are 
fundamentally in tension).

Formally, given an event e, we define Ne = {n0
c0 ,n

1
c1 ,… ,nm

cm } as the set 
of nodes from hybrid sources corresponding to e, where ci denotes the 
moral concept each node falls under. Each node n ∈ Ne represents a 
neutral (that is, morally discretionary), negative (that is, morally bad) 
or positive (that is, morally good) class label, that is, ne ∈ {0, −1, 
1}∀ne ∈ Ne. Every pair of nodes ni

ci, nj
cj ∈ Ne, abides by logical constraints 

(that is, identity, entailment or contradiction) defined by relationships 
between their corresponding moral concepts, ci and cj. With these 
notations, the moral constraint graph (𝒢𝒢) is defined as follows.

𝒢𝒢𝒢e) = {
Ne

Ee

= {(ni
ci ,n

j
c j
) | ∀ni

ci ,n
j
c j
∈ Ne such that they violate logical constraints }

(1)

Inferring judgement via constrained optimization. The graph itself can 
be considered an output if a single judgement is not required, or it can 
be reduced to a single judgement via a deterministic optimization 
procedure to enhance model consistency. We formulate the task of 
deriving the final judgement as a constrained optimization problem 
and solve it using optimization techniques such as MAX-SAT109.

For each n ∈ Ne, we define a Boolean variable x for which the truth 
value indicates whether or not to include n when inferring the final 
result (that is, include the node n if x is assigned 1). The objective func-
tion is then given an event, we aim to find the largest subset of rules 
that satisfy the most logical constraints (equation (2)).

Oe = maximize
⎛
⎜⎜
⎝
∑

xi∈Ne

wixi + ∑
(ni

ci
,nj

c j
)∈Ee

xij
⎞
⎟⎟
⎠
, (2)

where

xi ∈ {0, 1}

xij ∈ {0, 1}

xij ≤ 2 − xi − x j

.

Specifically, the first part of the objective function (that is, 
∑xi∈Ne

wixi ) aims to maximize the number of nodes being included, 
where wi is an adjustable weight representing the considered impor-
tance of the node. In the experiment, we use wi = 3, 1 and 1 for xi derived 
from Delphi prediction on the original event and paraphrases, from 
Delphi prediction on the subcomponents and from symbolic rules, 
respectively, based on empirical results on the development datasets. 
The second part (that is, ∑(ni

ci
,nj

c j
)∈Ee

xij) aims to exclude as many incon-
sistent nodes as possible. xij is an auxiliary binary variable that encour-
ages at most one rule to be included in a pair of logically contradicted 
rules. Specifically, xij is 1 if either xi or xj is 1 (that is, exclude one of the 
rules), or both of them are 0s (that is, exclude both rules). Effectively, 
the objective function aims to keep as many rules as possible and satisfy 
the most logical constraints. The last step is to take the majority vote 
among the valid set of rules to derive the final prediction.

Gert’s ten common morality principles. One fundamental challenge for 
any moral system with top-down components is to choose the set of 
rules to use. However, the rules that govern human moral judgement 
are still largely mysterious. Although some concrete moral rules (for 
example, the doctrine of double effect) and general moral principles 
(for example, welfare trade-off ratios) have been suggested in the moral 
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psychology literature42,110–112, no theory purports to enumerate every 
moral rule and morally relevant factor. Moral philosopher Bernard Gert 
aimed to characterize common morality—that is, ‘the moral system 
that most thoughtful people implicitly use when making everyday, 
common-sense moral decisions and judgements’89,90. These rules cover 
critical moral principles such as killing, causing pain, disabling and 
deceiving. We include the list of moral principles and related concepts 
inspired by Gert’s theory. Our choice to implement Gert’s theory as 
the top-down constraint is not an endorsement of any specific moral 
framework; it simply demonstrates the feasibility of incorporating 
such a framework. Other rule sets could also be applied.

Eliciting moral saliency with common-sense inferences. DelphiHYBRID 
operationalizes the high-level concepts of Gert’s common morality 
via morally relevant features detected from common-sense inferences 
of an event. To mimic how humans make judgements influenced by 
common-sense intuitions, we aim to surface their latent common-sense 
implications and use them to assist more world-knowledge-informed 
predictions on moral judgements.

We use COMET91,92 to elicit common-sense knowledge. COMET is 
a language-based common-sense reasoning model trained on 1.33M 
common-sense knowledge tuples. Specifically, COMET takes an event 
and a relation type and generates inferences. As shown in equation (3), 
given an event e, we generate five candidate common-sense inferences 
̂c  using beam search for relation type r. To accommodate multifaceted 

common-sense dimensions, we include nine event-centred relations 
on social interactions and two entity-centred properties from ref. 92.

̂c = argmax
c

P𝒢c|e, r) (3)

Next, DelphiHYBRID surfaces the moral saliency of an event (that is, 
critical factors involved when making a moral judgement) by identify-
ing morally salient terms inspired by Gert’s moral theory (examples 
are listed in Extended Data Table 8). We identify these morally relevant 
terms based on development events that carry out moral implications. 
We aggregate the count of keywords to form a moral saliency vector for 
each event. As the final step, we use information in the moral saliency 
vector, that is, the extent, valency and category of the morally salient 
terms, to define symbolic rules that operationalize Gert’s moral theory. 
Then, an example symbolic rule is as follows: if the event implies ‘pro-
tect consciousness’ more strongly compared with ‘do not kill’ based on 
the moral saliency vector, it is most likely to be neutral as the action of 
killing may be justified with the purpose of saving lives.

Enabling fine-grained analysis with event parsing. Evaluating events on 
the subevent level may facilitate more flexible and fine-grained moral 
reasoning processes. We parse a given compositional event into the 
main and secondary events. The main event contains the leading verb 
of the overall event, which is the main action to be made the moral 
judgement on. The secondary event contains the remaining part of the 
overall event besides the main event. We use part-of-speech tags and 
linguistic structures to split subevents by segmenting the overall event 
at relevant conjunctions (for example, so, because, if, or), adverbs (for 
example, when, otherwise) and prepositions (for example, by, for). In 
some cases, the main event can be further broken down into the main 
clause and a relative clause.

Diversifying language forms via paraphrases. To diversify linguistic 
form representations, we apply GPT-3 to generate paraphrases via 
three-shot examples followed by a series of filtering criteria: length 
matching, semantic roles matching and mutual entailment.

Evaluation. We compile an adversarial dataset collected from Del-
phi demo user queries (that is, in the wild), covering topics that are 
strongly morally charged and Delphi finds challenging. For each event, 

we gather moral judgements from five annotators and use a majority 
vote to determine the gold label. Some morally relevant events are, by 
nature, more ambiguous, with reasonable annotators disagreeing on a 
judgement label. We group events into a certain subset (all five annota-
tors agree) and an ambiguous subset (five annotators hold discrepant 
opinions) and report their results separately. We report and compare 
two-way classification accuracies, that is, C(2). Although accuracy is not 
the only possible metric, it provides a solid basis for evaluating which 
model best reflects average human judgement, especially in morally 
ambiguous cases. Finally, we report performance on a subsampled test 
set from the Norm Bank.

Data availability
The Norm Bank data are publicly accessible by completing a data 
request form via GitHub at https://github.com/liweijiang/delphi.git. 
This form collects researcher information to ensure responsible data 
access, limits usage to research purposes and facilitates the tracking 
of appropriate data applications. Upon completing the request form, 
researchers will receive a link to download the dataset.

Code availability
All code used in our study is publicly available via GitHub at https://
github.com/liweijiang/delphi.git and via Zenodo at https://doi.org/ 
10.5281/zenodo.14026539 (ref. 113).
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Extended Data Fig. 1 | Breakdown results of UDHR evaluation. Heatmap 
showing Delphi’s prediction regarding 38 situations reflecting UDHR articles 
across various social and demographic identity groups. The colors of the grids 
indicate how much the model’s predictions diverge from aligning to the human 

rights statements for specific social and demographic dimensions. The darker 
the color, the larger the discrepancy is between the model predictions and the 
expected justice judgments. Asterisk (*) is placed next to negative rights (for 
example, ‘{identity} are held in slavery and servitude’).
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Extended Data Table 1 | Demographics Information of Norm Bank

Excerpts describing the annotator demographic information reported by the original papers of the source datasets of Norm Bank (if available).
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Extended Data Table 2 | Data Unification of Norm Bank

Yes/no mode indicates whether the given rule-of-thumb (that is, the moral judgment of an action) should be agreed on. PosRoT: RoT to accept, NegRoT: RoT to reject. Free-form mode 
specifies moral judgments of different forms of real- life scenarios, with different levels of contextual information. A: actions, Q(A): question forms of actions, A+S: actions grounded 
in situations, Q(A+S): question forms of actions grounded in situations, A+S+I: actions grounded in situations and intentions, Q(A+S+I): question forms of actions grounded in situations and 
intentions. Templates for the data transformation are bolded.
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Extended Data Table 3 | Full Evaluation Results of Delphi Compared to Baselines

Automatic and human evaluations of free-form mode and yes/no mode from Commonsense Norm Bank, across Delphi, variations of Delphi, and various GPT3/3.5/4 baselines (GPT-n (size) 
#shot). C(lass) and T(ext) indicate the classification and open-text tasks respectively. For free-form mode, C(3) is calculated based on three categories (that is, good, discretionary, bad); C(2) is 
calculated by combining the good and discretionary classes; T(A) is automatically calculated by heuristically matching the polarity of strings (for example, ‘it’s good’ and ‘you should’ are both 
considered correct as they imply positive judgment); HUMAN represents human evaluation scores (that is, how much percent human evaluators deem the model predictions correct). Results 
in the top section are over the validation set from Commonsense Norm Bank. Delphi (test) reports results for test set from Commonsense Norm Bank. Delphi performances are bolded.
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Extended Data Table 4 | ROCStories Generation Examples

Story generation examples with Delphi-enhanced decoding and baselines (that is, sentiment-enhanced, beam, and greedy decoding) using a fine-tuned story generator based on GPT-2 
(large). Shaded texts are comparatively less ethically-informed, potentially cause distressing consequences to char- acters in the story, or have low language quality. More preferred texts 
generated by Delphi are bolded.
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Extended Data Table 5 | UDHR Situations for the Social Biases Evaluation of Delphi

Situations encapsulating the United Nation Universal Declaration of Human Rights (UDHR) articles used in the social biases evaluation of Delphi.
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Extended Data Table 6 | Social and Demographic Identities for the Social Biases Evaluation of Delphi

213 social and demographic identities and their corresponding 12 categories used for UDHR social bias probing of Delphi.
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Extended Data Table 7 | Breakdown Analysis for the Social Biases Evaluation of Delphi

Error rates (% error) for both Delphi and Delphi+ across current-world and ideal- world settings in the UDHR probing experiment. Significance test is conducted between Delphi under 
the current-world setting and other settings for the overall % error. All statistical tests are performed via two- tailed t-tests with 1,000 permutations. The asterisks (***) indicate statistical 
significance at p < 0.001.
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Extended Data Table 8 | Gert’s Ten Moral Principles

Top-down moral principles inspired by Gert’s theory on common morality and example moral saliency terms.
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Extended Data Table 9 | Results of Delphi-Hybrid

2-way classification accuracies of Delphi and Delphihybrid on the adversarial evalua- tion datasets collected from the Delphi demo user queries (that is, in-the-wild dataset) and evaluation 
datasets sub-sampled from Commonsense Norm Bank with their statistics.
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