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Abstract

Language model systems are used to process di-
verse categories of input requests, ranging from
improving creative writing to solving program-
ming challenges. It would be useful to know
which categories they are good at. However, ex-
isting evaluations compare model performance
on pre-defined categories, failing to reflect a
system’s performance on finer-grained or novel
ones. We propose to automatically search for
finer-grained categories based on inputs where
a system performs well or poorly, and describe
them in natural language. To search for these
categories, we propose a large number of can-
didate category descriptions, e.g. “Commu-
nication Improvement”, find the subset of in-
puts that match the category descriptions, and
calculate the performance on these categories;
then we sort these categories based on their
performance, thereby highlighting those that
score high or low. As one application, we ap-
ply our method to compare LLaMA 3-70B and
Claude 3 Opus, which have similar Elo-ratings
on Chatbot Arena; our method finds the former
is weaker at making text more professional and
humorous while better at providing psychologi-
cal insights, depicting a more nuanced picture
of model performance. 1

1 Introduction

Language models (LMs) can perform a wide range
of tasks, from writing to programming and solving
math problems. If a user wants to make their text
more professional, they will prefer an LM that is
good at writing; its coding ability irrelevant.

However, the current evaluation paradigm falls
short in offering detailed insights, as it only pro-
vides a single numerical score for broad categories.
For example, ChatBot Arena (Chiang et al., 2024)
uses Elo ratings based on pairwise comparisons to
rank models, with Gemini-1.5 Pro, LLaMA 3-70B,
and Claude 3 Opus (Reid et al., 2024; Meta, 2024;

1Our code is at GitHub repository.

Anthropic, 2023) having similar ratings. Are their
performances uniformly similar in programming
and improving writing?

Indeed we can create a pre-defined category
called “communication improvement” beforehand,
but it is difficult to anticipate categories in prac-
tice, especially as new use cases constantly emerge.
Fixed datasets such as GSM8K or BigCodeBench
(Cobbe et al., 2021; Zhuo et al., 2024) can provide
a more detailed picture of model abilities; how-
ever, they often focus on high-level tasks such as
grade-school math or coding questions, without re-
vealing performances in finer categories, e.g. the
proficiency in computer networking. A solution
could be to manually propose new categories by
skimming through thousands of samples, but this
is both time-consuming and labor-intensive. We
would like an automatic and adaptive categoriza-
tion procedure.

To address these requirements, we constructed
the Automated System Input Categorization
Scheme (ASICS), a method that adaptively ex-
plains input categories in natural language and as-
signs scores to each, with the highest and lowest
scores highlighted. ASICS takes in system inputs
and the LM’s performance on each system input
(e.g whether the response to the input is correct).
It outputs a list of categories, each described by a
natural language string; each category is associated
with the LM’s average performance, with the best
and worst categories highlighted. ASICS operates
in three stages: propose, falsify, and score, as il-
lustrated in Figure 2. First, given a set of system
inputs with both correct and incorrect answers, the
category proposer generates natural language de-
scriptions of the categories that appear across them.
Second, the falsifier ensures that each category is
unambiguous and understandable; it does this by
evaluating whether an LM can confidently deter-
mine which inputs match the generated categories.
Finally, the category scorer evaluates each category
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q1 = “...I am not a native English
speaker and would appreciate it if
you could convey my text in clear
and concise language. Use British
English....”

c1 = 0

q2 = “I have some academic text.
Can you rephrase it so that it
looks more exciting and forward
looking for a funding proposal?”

c2 = 1

q3 = “What are the best strategies
to reduce procrastination and
increase conscientiousness?”

c3 = 0

q4 = “What is the meaning of
happiness?”

c4 = 1

q5 = “Tell me a short joke with a
really funny punchline.”

c5 = 0

q6 = “Tell me a joke involving a
stone from the sidewalk having
aspirations of becoming a baker in
a rural Uzbek town.”

c6 = 1

Input

h1 = “Professional Communication
Improvement: Involves refining or
improving existing text to enhance its
professional tone or clarity.”

As,h1 = 35%

h2 = “Psychological Insight Pro-
vision: Offering explanations or
insights into human psychological
behaviors or reactions.”

As,h2 = 60%

h3 = “Joke or Humor Generation:
Requires creating or recounting hu-
morous content, jokes, or comedic
scenarios.”

As,h3 = 45%

Output

Figure 1: Categories generated by ASICS, based on the human preference dataset (HPD). The blue represents
questions answered correctly and the red represents questions answered incorrectly. The score represents the
percentage of times that LLaMA 3-70B is preferred over Claude 3 Opus for all prompts that represent the category
of “Professional Communication Improvement” and “Psychological Insight Provision”. The baseline score is 52%,
indicating that Claude 3 Opus performs better than LLaMA 3-70B at “Professional Communication Improvement”.

by finding the inputs that match the category and
computing their average performance.

We applied ASICS to GSM8K, BigCodeBench
and a human preference dataset (HPD)2 that com-
pares different LMs. On HPD, ASICS discovers
categories where humans prefer LLaMA 3-70B,
and Claude 3 Opus. For example, Claude 3 is pre-
ferred over LLaMA for “Professional Communica-
tion Improvement” while LLaMA is preferred for
providing “Psychological Insights” (Section 5.1).
This demonstrates that ASICS can generate novel
categories. On BigCodeBench, ASICS discovers
categories where LLaMA 3 is better than GPT-4
despite having a 10% lower overall score, such as,
‘Network Operations’ and ‘Web Scraping’ (Sec-
tion 5.3). This demonstrates that ASICS can gen-
erate fine-grained categories, providing more de-
tailed insights into system abilities than datasets
alone. Across all datasets, ASICS identifies both
categories that can be validated by prior works, as
well as new categories that may motivate future
investigation.

We can already see interesting results with only
thousands of data points, and scaling this up to
larger datasets could yield more interesting insights,
thus helping humans have a global understanding
of LMs’ performance. Finally, we explore future

2The data was provided to us by Chiang et al. (2024).

applications of ASICS in other fields like education
(Section 6).

2 Related Work

Language Models and Inductive Reasoning
ASICS generates categories by recognizing pat-
terns within system inputs. Our approach builds
on work that uses language models (Radford et al.,
2019; Anthropic, 2023; OpenAI, 2023) to gener-
ate hypotheses from individual instances (Wang
et al., 2024; Qiu et al., 2024; Steinhardt, 2023). Re-
cent work indicates that under certain conditions,
language models can perform inductive reason-
ing, identifying patterns in a collection of text data
points and articulating them using language (Hon-
ovich et al., 2022). Zhong et al. (2022) and Singh
et al. (2023) show that LMs are able to discover
patterns in datasets. Tong et al. (2023) generate
categories by identifying patterns in inputs that pro-
duce the same output, but should not in multimodal
models. Zhong et al. (2023) automatically discover
differences between two large corpora using lan-
guage models that are relevant to a downstream
goal. Wang et al. (2023) use language models to
generate clusters describing an input corpus ac-
cording to a user defined goal. Our work differs
by demonstrating the ability of language models to
categorize patterns in human preference data.
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Analyzing Language Model Weak Points
Benchmarks related to math, coding, and rea-
soning reveal inputs that the model errs on, but
does not find common patterns among these in-
puts (Hendrycks et al., 2021; Kasai et al., 2023;
Lai et al., 2022; Cobbe et al., 2021). Jones and
Steinhardt (2022) employ cognitive biases to de-
tect and evaluate systematic flaws in code models.
McCoy et al. (2023) study language model fail-
ures in the context of the task they were trained
on, next word prediction, and find that LM ac-
curacy is significantly influenced by the probabil-
ity of task, target output, and input. Other work
uses humans to hypothesize potential failure modes
such as biases (Maluleke et al., 2022), stereotypes
(Blodgett et al., 2021), and then test for their ex-
istence in generative models. Our work is unique
as it is the first to automatically generate and score
categories—some substantially worse than base-
line performance—across various natural language
datasets without prior knowledge of the tasks.

Automated Discovery Much work has been
done to automatically discover patterns in empiri-
cal data. Linear regression analyzes the effect of
each real-valued feature by interpreting the learned
weights (Gelman et al., 2020). Topic models (Sob-
hani et al., 2024; Sridhar et al., 2022) uncover la-
tent topics in text corpora. Causal forests learn
to partition data into relevant subgroups to esti-
mate heterogeneous treatment effects (Wager and
Athey, 2018). Ludwig and Mullainathan (2024)
use machine learning for hypothesis generation
and develop a procedure to produce hypotheses
about what features of defendants mug shot influ-
ence judicial decisions. Li et al. (2024) use large
language models to automate the discovery of sta-
tistical models. Our work differs by categorizing
natural language data into some novel categories,
as well as existing ones, and scoring the model
performance across these categories.

Evaluating Language Models Frameworks such
as HELM, BigBench, and ChatbotArena conduct
comprehensive evaluations of language models.
HELM offers a broad evaluation across their ca-
pabilities, limitations, and risks across diverse sce-
narios and metrics (Liang et al., 2023). BigBench
emphasizes task diversity and the ability of models
to generalize across a wide range of challenges (Sri-
vastava et al., 2023). Chatbot Arena is an open plat-
form for evaluating LMs based on human prefer-
ences using pairwise comparisons and crowdsourc-

ing (Chiang et al., 2024). HELM and BigBench
cover broad categories like physics or childhood
development but fail to capture finer details within
them, while Chatbot Arena only provides compar-
isons across high-level categories such as differ-
ent languages and prompt lengths without identi-
fying fine-grained categories within the prompts.
Our approach builds on existing methods by using
ASICS to automatically and adaptively generate
fine-grained, natural language descriptions from
datasets and human preference data, identifying
novel categories beyond traditional benchmarks.

3 The ASICS Pipeline

We describe ASICS, a method to automatically
identify fine-grained categories from system inputs
with correct and incorrect answers. We use s to
denote the target language model system to be eval-
uated and Q the set of inputs where s was evaluated.
We define cq,s = 1 if the system s answers the input
q correctly, and 0 otherwise. In the context of the
HPD cq,s represents when s is preferred. ASICS
takes in Q and c, and outputs a set of category
descriptions H, where each category is associated
with a performance score. The highest and lowest
scoring categories will be highlighted to indicate
where the system performs exceptionally well or
poorly.

ASICS relies on three components: the category
proposer, the falsifier, and the category scorer. The
category proposer suggests categories {h1, . . . , hk}
based on Q. The falsifier ensures that each cate-
gory hi is comprehensible by evaluating whether a
language model can confidently align inputs with
the generated categories. An input is considered
aligned if it possesses the features described in
the category (e.g., an input aligns with the “Con-
ceptual Explanation in Mathematics or Physics”
category if it contains features related to math or
physics, as shown in Table 1). The category scorer
assesses the alignment between all inputs and cat-
egories, and scores the performance of s on the
questions aligned with each category. Experimen-
tal details for this section, including the prompts,
can be found in Appendix A.

3.1 Category Proposer

Based on Q that s was evaluated on, ASICS pro-
poses fine-grained categories. To do so, ASICS
prompts a LM with the prompt shown in Figure
3 (top) along with batches of Q. The model then
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Category Proposer

Input for Category Proposer:
Are there any common inputs
among the system inputs?
Context:
q1 = How fast must I drive to
cover 180 miles in 3 hours?
q2 = What growth rate doubles an
investment in 10 years?
q3 = How many feet in 3 meters?

Output from Category Pro-
poser:
h1 = Time and Rate
h2 = Complex Math Ques-
tions

Falsifier

Input for Falsifier:
Can input qi be confidently
matched with the category hi?
Context:
hi=‘Complex Math Questions’
qi=‘How fast must I drive to
cover 180 miles in 3 hours?’

Output from Falsifier:
No, it is unclear what qualifies
as complex, because hi is
vague.

Category Scorer

Input for Category Scorer:
Does qi aligns with hi?
Context:
hi=‘Time and Rate’
qi=‘What growth rate doubles an
investment in 10 years?’

Output from Category
Scorer:
qi is Aligned with hi

Figure 2: The prompt template for all components in our system. The ASICS pipeline begins by taking as input the
set of questions a system was evaluated on. Each row represents a stage in the process: (1) generating categories
based on the questions (Category Proposer), (2) evaluating if the categories can be confidently matched to the
questions (Falsifier), and (3) determining if the questions align with the category (Category Scorer).

generates categories h1, . . . , hk for each batch of
Q, which we automatically parse and add to the set
of categories H.

For example, if we prompt GPT-4 with inputs
where LLaMA-3 is less preferred such that qi ∈
Q | cqi,s ̸= 1, one of the categories hi generated by
the proposer is “Conceptual Explanation in Math-
ematics or Physics.” The number of categories
generated for each batch depends on the number of
inputs in that batch, and the size of H depends on
the size of inputs Q. For all experiments we use
GPT-4, Claude 3 Opus or Claude 3.5 Sonnet as the
category proposer.

3.2 Category Scorer

ASICS then scores the performance of s, on each
category. To do this, ASICS prompts a LM to
determine whether each input in Q aligns with each
category hi. We pass the prompt in Figure 3 (mid)
to a LM to evaluate the input-category alignment.

We then compare these scores to s’s baseline
performance on all inputs, denoted as As,Q. We
define As,hi

to be the accuracy of s on category hi.
If hi is “Conceptual Explanation in Mathematics
or Physics” and s is LLaMA-3, then As,hi

repre-
sents how often is LLaMA-3 preferred on math
or physics questions. We use Claude 3 Opus or

Claude 3.5 Sonnet as the category scorer.

Aligned Inputs

Prove that if AB −BA = A, then det(A) = 0

Can you provide a Taylor’s series for ex sin(x)?

If the gravity of a black hole is so strong that it stops
time, how can it spin?

Explain simply the Landauer principle

Table 1: Inputs that were classified as aligned with the
category “Conceptual Explanation in Mathematics or
Physics.” In Section 4 we show with human annotators
that the inputs Claude 3 Opus classifies as aligned with
each category are in-line human opinions.

3.3 Refine

It is important that H is refined to ensure that each
category is distinctive, unambiguous, and deviates
substantially from As,Q.

Deduplication After generating categories with
the category proposer we embed the title of each
category with text-embedding-ada-002 (OpenAI,
2022) and calculate cosine similarity scores. Any
category hi with a cosine similarity score above τ
with another category hj is removed.

Falsifier The category scorer requires each cat-
egory to be unambiguous to accurately determine
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Category Proposer Prompt

Here are system inputs for you to memorize.
{n individual system inputs}
Using these specific examples, are there any common
features among the system inputs? [...]

Category Scorer Prompt

Determine if the question is asking for information
described in the task [...].
Question: {}
Task Title: {}
Task Description: {}

Falsifier Prompt

Assess the alignment between the provided question
and task. [...] Assess if the task description is too
vague, ambiguous, or broadly interpreted to make a
confident judgment on alignment [...].
Question: {}
Task Title: {}
Task Description: {}

Figure 3: (Top) Prompt used by ASICS to propose
categories. In the prompt text, [...] indicates further
text that is omitted here for space. (Mid) Prompt used
by ASICS to evaluate if a question belongs to category.
(Bottom) Prompt used by ASICS to falsify categories.

which inputs are aligned with it. However, ASICS
can generate categories that are unclear. For exam-
ple, on the HPD, the category proposer generated:
“Synthesizing Knowledge from Hypothetical Con-
structs or Abstract Scenarios.” It is unclear what
qualifies as an “abstract scenario,” making it dif-
ficult to determine if an input is aligned with this
category. To ensure that each discovered category
can be confidently scored, we assess whether, given
a random sample from Q, a LM can determine if
an input aligns with a category. For a subset of
20 inputs from Q and a given category hi, ASICS
queries a LM with the prompt in Figure 3 (bottom).

Should the LM be incapable of confidently ver-
ifying two or more inputs with hi, we remove hi
from H. For all experiments we use Claude 3 Opus
or Claude 3.5 Sonnet as the falsifier.

Salient Categories We also refine H after the
category scorer step by ignoring categories with
scores that have all small deviation from the overall
score.

4 Human Evaluation of ASICS

In this paper, ASICS uses Claude 3 Opus as the
category scorer. To ensure that Claude 3 Opus ac-
curately identifies which questions belong to each

category, we measure its agreement with human
annotators on GSM8K and the HPD.

Annotators are presented with a category and
two corresponding questions: one randomly sam-
pled from a dataset of questions classified by
Claude as aligned with the category, and the other
randomly sampled from a dataset of questions clas-
sified as unaligned. Each participant evaluates
which of the two questions best matches the given
category. A success for the category scorer is when
the annotator and Claude 3 Opus select the same
question as being aligned with the category. In the
second human evaluation experiment, we assess
whether a randomly sampled input question from a
dataset—balanced with an equal number of ques-
tions Claude classified as aligned and unaligned
for a specific category—is aligned with that cate-
gory. We experiment with two different evaluation
mechanisms involving crowd-workers and experts.

Evaluation via Crowdsourcing and Experts.
We conducted the human evaluation using the Ama-
zon Mechanical Turk platform and expert volun-
teers. For the HPD, we focused on questions passed
to LLaMA 3-70B and Gemini-1.5 Pro, pairing
questions classified as aligned with each of the
8 best-scoring (those with scores furthest away
from the baseline performance) categories with
unaligned questions. Using majority voting to de-
termine the ground truth on 321 prompt pairs, we
found that Claude-3 Opus achieved a score of 92%.
For the GSM8K data, we evaluated 100 pairs of
questions for 3 randomly sampled categories, find-
ing that Claude 3 Opus achieved a score of 85%.

In addition, we recruited three expert volunteers
from an engineering graduate school to evaluate
9 categories, each with 50 pairs of questions. Us-
ing majority voting to determine the ground truth,
Claude 3 Opus achieved a score of 92%, with an
inter-annotator agreement of 85%.

On the second human validation experiment, us-
ing majority to determine the ground truth on 200
prompt pairs from the HPD, we found that the anno-
tator and Claude 3 Opus achieve an agreement rate
of 83% over 200 (sample, category) pairs. More
details of experiments and full descriptions of the
categories can be found in Appendix D.

5 Results

We apply ASICS on several datasets:
1. In Section 5.1, we apply ASICS to the HPD

and discover categories where humans prefer
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responses from LLaMA 3-70B, and Claude 3
Opus.

2. In Section 5.2, we apply ASICS to GSM8K
and discover categories where different
Claude models, despite having similar overall
performance on GSM8K, perform differently.

3. In Section 5.3, we apply ASICS to Big-
CodeBench and discover categories where
CodeLlama-70B outperforms GPT-4o, even
though the former has a lower overall score.

5.1 Finding Categories in Human Preferences
The HPD dataset includes inputs that are passed
to LLaMA 3-70B and Claude 3 Opus, with human
labels indicating the preferred output. We chose
to compare this specific pairs because they have a
large number of preference labels (e.g., 770) in the
HPD. We use Claude 3.5 Sonnet for each compo-
nent of the ASICS pipeline.

We aim to find categories with scores that de-
viate significantly from baseline performance. To
establish baseline scores, we calculated the percent-
age of times LLaMA 3’s output was preferred over
Claude. In HPD, LLaMA 3 was preferred 52% of
the time over Claude.

We split 30% of the dataset into a category selec-
tion set and the remaining 70% into an evaluation
set. Categories are generated based on the category
selection set, which is also used for falsification
and scoring. We focus on categories that meet the
following criteria: the accuracy difference from
the baseline exceeds 10%, there are more than 16
samples per category, less than 10% of samples are
classified as uncertain, and redundant categories
with τ = 0.82 are removed. After applying these
criteria we then evaluate using the samples in the
evaluation set. In Table 3 we present the cate-
gories and their scores that ASICS generates on
the HPD. We find that Claude performs best on
social tasks such as “Professional Communication
Improvement” and “Generating Pseudoprofound
Content,” while LLaMA performs better on “Psy-
chological Insight Provision”, although it is not
statistically significant.

We conduct significance testing to determine if
the difference between each category score and the
overall score is statistically significant. To account
for multiple hypothesis testing (five hypotheses
in this case), we apply the Bonferroni correction,
which adjusts the p-value threshold to 0.01. While
some differences are not statistically significant,
the limited size of the evaluation set (537 samples)

Positive meaning, ten, side, take, future, line, states

Negative joke, episode, dog, series, city, generate, apple

Table 2: The terms most predictive of human preference
labels based on regression analysis show no meaningful
patterns among the terms with the largest coefficients.

suggests that running ASICS on larger datasets
could yield more significant results. Despite some
differences not being statistically significant, we
believe the categories offer valuable insights for
future exploration.

Unigram and Clustering Analysis To the best
of our knowledge, no other work compares model
performance across the fine-grained categories
ASICS discovered. We conduct an analysis to eval-
uate whether the categories discovered by ASICS
could be discovered by predicting the human pref-
erence label based on the inputs. We display the
unigrams in Table 2 with the most positive and
negative coefficient values. We are unable to dis-
cern any patterns among these unigrams. We also
perform a clustering analysis with k-means based
on the sentence-BERT embeddings of each input.
We display the inputs in the first cluster in Table 4.
We are unable to discern any patterns using the
clustering method. Thus, we believe many of these
categories are novel and can not be described by al-
ternative methods. Additional experimental details
can be found in Appendix C.

Ablations We rely on the category proposer to
generate categories, while the falsifier and category
scorer are also crucial components of ASICS. From
1,000 samples of the HPD, the proposer generates
128 categories. After applying the falsifier with
a 10% uncertainty threshold, we are left with 67
categories. For example, the category "Multi-Step
Problem Solving with Domain Knowledge" was
filtered out due to 28% uncertainty (73 out of 265
samples).

The category scorer step allows us to consider
categories that deviate substantially from the mean
(e.g., either 15% more positive or negative) and
thus are more insightful for practitioners. This,
along with deduplication, trims the 67 categories
after falsification to 7 categories

5.2 Evaluating Claude on Math Categories

GSM8K is a dataset covering a wide range of grade
school math questions. We test Claude 1.2, 2.0, 2.1,
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Category Score

Joke or Humor Generation 45.00% -7.45

Professional Communication Improvement 35.42% -17.91*

Psychological Insight Provision 60.42% +8.99

Fictional Universe Knowledge Retrieval 40.63% -11.79

Logical Reasoning and Deduction 46.88% -5.57

Overall Score 52.45%

Table 3: Categories ASICS finds based on the HPD. The
values in the upper right corner of each row in the score
column show deviation from baseline performance, and
asterisk (*) indicates statistical significance after con-
trolling for multiple hypothesis testing.

What is an entanglement witness?
What is the connection between capybaras and meth?
Who is Garrus Vakarian and what is he known for?
What is a definitive test to diagnose amblyopia?

Table 4: Top questions in the first k-means cluster (k =
20) via SBERT show no identifiable patterns.

and Haiku on its test set. We generate categories
based on questions that Claude 1.2 answered incor-
rectly and use GPT-4 as the category proposer.

We present the results for the Claude models
when tested with zero-shot CoT prompting (Ko-
jima et al., 2022) in Table 5. We find that all mod-
els perform similarly on GSM8K, motivating us
to assess how their performance varies across the
categories generated by ASICS in Table 5.

Due to the small number of samples in the
GSM8K test set that align with each category (e.g.,
fewer than 100), even a slight difference in the
number of correctly answered questions for each
model could significantly impact the performance
metrics. Therefore, we generate additional samples
to improve the confidence of our model compar-
isons. We create 370 new synthetic questions using
Claude 3 Opus, focusing on the four categories
identified by ASICS.

We find that model performance drops substan-
tially when tested on questions within the cate-
gories identified by ASICS, indicating these are
weak points for the models. We find that on fine-
grained categories such as “Temporal and Age-
Related Calculation” performance drops by over
30%, and for “Predicting Future Values Based on
Growth or Change Rates” performance drops by
over 22% for all models. ASICS automatically
identifies these failures and also uncovers new sys-
tematic failures, not previously reported, such as
“Conversion and Unit Management.”

Despite similar overall performance, models ex-
hibit varying performance across different cate-
gories (Table 5). For example, while Claude 3
Haiku has the highest overall performance, it per-
forms 5% worse than Claude 2.1 on the category
“Predicting Future Values Based on Growth or
Change Rates,” with its performance dropping 7%
more than Claude 2.1. Claude 2.1, while third in
overall performance, outperforms others on cate-
gories such as “Elapsed Time Calculation” by mul-
tiple percentage points. This underscores the limi-
tations of selecting a model based solely on a single
numerical summary for the entire dataset and high-
lights the importance of fine-grained evaluations
for tasks with pre-existing datasets. Full descrip-
tions of each category and additional experimental
details can be found in Appendix B.

5.3 Finding Categories in BigCodeBench

BigCodeBench is a code generation benchmark
encompassing diverse problems from cryptogra-
phy to data visualization. We evaluate CodeLlama-
70b, gpt-4o, and deepseek-coder-33b as we wanted
a mix of open and closed models from different
model families. We use the results reported by
Zhuo et al. (2024). We use Claude 3.5 Sonnet for
each component of the ASICS pipeline.

In Table 6 we present the categories ASICS gen-
erates and their scores. For each model and af-
ter adjusting for multiple hypothesis testing with
bonferrini correction, we find categories whose
score deviates significantly from the overall model
score. On questions related to ‘Network Opera-
tions’ and ‘Web Scraping and API Interaction’, the
performance of GPT-4o drops by over 20%, and
Deepseek also experiences a similar performance
drop on these categories. Despite performing 11%
worse than GPT-4o overall, Code-Llama outper-
forms, GPT-4o on ‘Network Operations’ and ‘Web
Scraping’ declines. This highlights the limitations
of relying on a single numerical summary for broad
benchmarks such as BigCodeBench and the impor-
tance of getting a more fine-grained understanding
of LM performance. As the use of language mod-
els for coding tasks continues to grow, ASICS can
provide valuable insights into specific and semanti-
cally coherent categories that require improvement.

Unigram Analysis We conduct an analysis to
evaluate if the categories discovered by ASICS
could be discovered by predicting whether the
question was answered correctly based on the in-
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Category Claude 1.2 Claude 2.0 Claude 2.1 Claude 3 Haiku

Conversion and Unit Management 67.66% -19.88 74.13% -15.10 74.39% -13.68 77.02% -13.12

Temporal and Age-Related Calculations 56.61% -30.93 50.93% -38.30 55.79% -32.28 59.83% -30.31

Predicting Future Values Based on Growth or Change Rates 53.37% -34.17 63.32% -25.91 65.50% -22.57 60.65% -29.49

Elapsed Time Calculation 68.18% -19.36 74.13% -15.10 77.63% -10.44 74.65% -15.49

GSM8K Baseline 87.54% 89.23% 88.07% 90.14%

Table 5: Performance across Claude models for different GSM8K categories. The values in the upper right corner
of each row in the score column represent the deviation from baseline.

Category GPT-4o CodeLlama-70B Deepseek-coder-33B

Combination and Permutation Generation 69.77% +9.89 69.77% +20.72* 62.79% +12.23

Network Operations 37.29% -23.19* 38.98% -10.64 27.12% -23.46*

Web Scraping and API Interaction 39.58% -20.92* 41.67% -7.37 33.33% -17.24*

Overall Score 60.48% 49.05% 50.57%

Table 6: Performance for different models and various categories. Values in the upper right corner of each cell show
deviation from the overall score for that model. Categories with an asterisk (*) indicate statistical significance.

Positive categories, data_matrix, delay, ctypes, range, arr,
name, input_str, choice, unicodedata

Negative array_size, target_value, zipfile, random_state,
db_path, backup_dir, my_list, urllib, subprocess, sys

Table 7: The most predictive features for GPT-4o’s
correct answers from regression analysis are insightful
but less meaningful than ASICS-generated categories.

puts. We display the unigrams in Table 7 with
the most positive and negative coefficient values.
The features are informative about libraries that
models struggle with, for example‘urllib’ indicate
that the GPT-4o struggles with network requests.
However, unigram analyses are less actionable and
semantically-coherent compared to the categories
ASICS generates. It is also unclear how complex
categories like ‘Combination and Permutation Gen-
eration’ could be discovered via this analysis.

These results highlight the usefulness of more
fine-grained analyses of systems. As the use of lan-
guage models for coding tasks continues to grow,
ASICS can provide valuable insights into specific
and semantically coherent categories that require
further improvement.

6 Discussion

We developed ASICS, a method that automatically
finds categories in inputs and describes them in nat-
ural language. To generate more novel categories
ASICS can be deployed at industry scale where
(prompt, evaluation) pairs are easier to obtain. In
these cases, the users write the prompt themselves,

and the LM platform can (implicitly) ask the users
to evaluate the responses. For example: ChatB-
otArena is an open platform that mimics chatbot
deployment. Within 15 months, it has collected
1.5M (prompt, evaluation) pairs. ChatGPT allows
users to provide feedback if an LM’s response is
bad, and also allows users to label whether an en-
tire conversation is helpful or not. This will likely
gather many more such pairs than ChatbotArena.
character.ai receives ∼1.7B queries per day, and a
proxy evaluation is whether the user continues the
conversation.

In principle, ASICS can identify patterns in
instance-level data points if the data can be de-
scribed using natural language. As models are in-
creasingly deployed in domains where human eval-
uation is time-consuming and challenging, adaptive
and automatic methods like ASICS can provide in-
sights into potential model failures in these settings.
As language models continue to improve and scale,
ASICS’s performance is likely to improve as well.

Broader Applications Real-world systems could
also be studied with ASICS. ASICS could be used
to find patterns among successful and unsuccessful
Y Combinator applicants (Bhalotia, 2022). Teach-
ing at the Right Level, which aims to determine the
learning level students are at and then teach them
at their level, has proven to be an effective way to
improve learning outcomes (Banerjee et al., 2007).
Teachers could use ASICS to find categories among
questions students answer incorrectly.
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Limitations

ASICS is not guaranteed to find all categories
within the data it analyzes. In all experiments, we
used Claude 3 Opus as the category scorer, and we
do not know how alignment with human annota-
tors might differ for other models. The humans in
the HPD are not randomly sampled, so we cannot
claim these results will hold for a different sam-
ple representing the same task (Freedman, 2009)
Claude 3 Opus or GPT-4 is used as the category
proposer, the categories discovered with other mod-
els could differ. The generated categories are a
function of the LM used to identify them, thus
any biases from the LM can effect the categories
generated. Language models often generate out-
puts stochastically, which means that categories
may vary across different runs. Additionally, the
datasets we evaluate are predominantly in English,
so the categories may vary across different lan-
guages, and the ability of the pipeline to discover
relevant categories may decrease. Using models
that rely on API’s can be time-consuming, depend-
ing on the dataset being evaluated. The categories
we identify are based on correlations within the
data, they do not indicate causation regarding the
reasons behind these performance differences.

Ethical Statements

We acknowledge that ASICS could be applied to
study real-world systems or other consequential
data that can be described in natural language. We
emphasize the importance of human judgement
when applying ASICS. It is also important not to
misinterpret correlation as causation in categories
ASICS finds, as this could reinforce societal biases.
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A Prompts Used in ASICS

In this section, we provide the prompts used in ASICSfor the category proposer, falsifier, and category
scorer.

A.1 Prompt for Category Scorer

To propose categories we ask Claude 3 Opus or GPT-4 to find common categories in system inputs.

Prompt

I will provide a series of data for you to remember. Subsequently, I will ask you some questions to
test your performance! Here are questions for you to memorize.
{n system inputs}
The above questions were answered by a system.Using these specific examples, are there any tasks
that are shared among the questions the system answers?
For each identified task, please offer a detailed and precise description. Highlight the particular
characteristics of the tasks in the questions the system answered.
Please focus on achieving a high level of specificity and clarity in your categorization, steering
clear of broad or vague descriptions such as: ’Subject-Specific Knowledge Requirement’, ’Task
Ambiguity’, ’Context-Dependent Jargon Interpretation’, ’Specialized Domain Knowledge Re-
quired’, ’Complex Question Mishandling’, ’Ambiguously Phrased Question’, ’Implicit Contextual
Understanding’ ’Implicit Language Competency Assumption’, ’Specific Language Processing
Tasks’, or ’Inference-Based Questions.’
We will evaluate the effectiveness and generalizability of the patterns descriptions using a separate
set of unseen questions. Each description should be clear, precise, and comprehensive enough to al-
low us to reliably identify and categorize new questions that exhibit the same pattern characteristics,
even if they differ in their specific content or phrasing.
For each task, please focus on isolating a single task among the questions, rather than grouping
multiple tasks under a single task description.
Instead of discussing the content of the questions within each task description, please provide two
short snippets of questions that demonstrate the identified task.
The desired format for presenting each task analysis is as follows:
1. **Task Title**: Provide a detailed description of the specific pattern observed in the questions
that were answered by the system.
- Example Question 1 (Task 1)
- Example Question 2 (Task 1)

2. **Task Title**: Provide a detailed description of the specific pattern observed in the
questions that were answered by the system.
- Example Question 1 (Task 2)
- Example Question 2 (Task 2)

A.2 Prompt for Falsifier

To falsify each category we ask Claude 3 Opus if it can confidently classify as an input as aligned with a
category using the prompt below.
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Prompt

Before answering, provide your reasoning. Evaluate the alignment between the provided question
and the task based on the title and description. Importantly, a question should be considered
aligned even if the aspect connecting it to the criteria is not the primary focus of the question. The
question isn’t required to completely satisfy all the criteria. If any part of the question, no matter
how straightforward or simple, meets any aspect of the criteria, it should be considered aligned.
Additionally, assess if the task description is too vague, ambiguous, or broadly interpreted to make
a confident judgment on alignment and explicitly state the reasons for this uncertainty.
Task Mode: {}
Description of Task Mode: {}
Question: {}
Analysis: Examine the task mode and its description along with the provided question. Identify
any elements in the question that relate to the task, regardless of their prominence. Reasoning:
Discuss the connections or discrepancies found during the analysis. Explain why these points lead
you to consider the question as aligned, unaligned, or too ambiguous to determine. Conclusion:
Provide your final assessment based on the analysis, reasoning, and task feedback. If the question
aligns with the task, state ’Conclusion: Aligned’. If the question does not align with the task, state
’Conclusion: Unaligned’. If it’s unclear whether the question aligns due to vagueness or ambiguity
in the task, state ’Conclusion: Uncertain’. If the task is deemed too vague or ambiguous, provide
specific reasons and suggest how it might be refined.

A.3 Prompt for Category Scorer

The prompt for scoring categories is similar to the falsification stage, with the exception that it does ask
for the confidence of Claude 3 Opus.

Prompt

Before answering, provide your reasoning. Your job is to determine if the question is asking for
information described in the task.
Task Mode Title: {}
Description of Task: {}
Question: {}
Instructions:
1. Determine if the question is asking for information or assistance related to the task.
2. Carefully read the question and identify any elements or phrases in the question that are relevant
to the task and its description.
3. Conclusion: State ’Conclusion: Yes’ if your reasoning identifies a connection between the
characteristics described in the task and the characteristics of the question. If, on the other hand,
your analysis reveals no such relation, then state ’Conclusion: No’.

B Comparing Claude Across Categories

GSM8K is an English dataset of grade school math questions. We generate categories based on the failure
points for Claude 1.2 with zero-shot prompting. GPT-4 is the category proposer and batch size is 60.

For the synthetic question generation, we use few-shot prompting (k=5), selecting examples aligned
with each category. Claude 3 Opus generates synthetic questions.
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Category Descriptions

Elapsed Time Calculation: This pattern deals with questions that require
determining the duration or amount of time taken to complete a task, or how
long an event lasts, taking into account speed, distance, or a rate of change. Cal-
culations concerning the time involved in back-and-forth or repetitive actions,
as well as modifying speeds or intervals, are core to this task.

Predicting Future Values Based on Growth or Change Rates: These ques-
tions ask for the determination of a future value given a starting value and
a rate of change. This could be a compound interest calculation, a physical
growth rate, or an accumulation of value or quantity over time. It requires
understanding the rate of change (such as percentage increases or exponential
growth) and applying it correctly over the specified time frame.

Temporal and Age-Related Calculations: This task involves calculating the
difference in ages between characters or determining an age in the future or past.
To complete the task, one must be able to handle relationships and comparisons
of ages at different points in time, including calculating a character’s age based
on another character’s age, or their age at different time intervals.

Conversion and Unit Management: These questions involve converting mea-
surements or counts from one unit to another, handling units of time, weight,
distance, energy, or currency. They often require the application of conversion
factors or aggregation of different units to derive a final value.

Table 8: Full categories descriptions that were discovered based on Claude-1.2 weak points.

Prompt

Construct a question and its solution based on the given task, ensuring the format aligns with the
provided examples.
Task: {}
Example Questions and Answers: {}
Your Task: Based on the task that describes certain types of questions, formulate a new question
that contains characteristics described in the task and provide an answer following the format of
the examples above. Ensure your answers round to a whole number. Ensure the questions you
generate are unique.

Figure 4: Synthetic questions prompt that we pass to Claude-3 Opus. The few-shot examples come from questions
that are classified as aligned with the hypothesis.

C Finding Categories in Human Preferences

Experimental Details We generate task descriptions based on 1000 prompts where humans prefer
alternative models to LLaMA-3. We generate categories with batch size n=50. GPT-4 is the category
proposer.
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Category
Joke or Humor Generation: Requires creating or recounting humorous content, jokes, or comedic
scenarios.
Professional Communication Improvement: Involves refining or improving existing text to
enhance its professional tone or clarity.
Psychological Insight Provision: Offering explanations or insights into human psychological
behaviors or reactions.
Fictional Universe Knowledge Retrieval: Answer questions about fictional worlds, characters, or
scenarios from popular media franchises.
Logical Reasoning and Deduction: Analyzing given information to draw logical conclusions or
identify inconsistencies.

Table 9: Full descriptions of categories discovered on the HPD.

D Validating Automatic Hypothesis Validation Method

Questionnaire format.

• Hypothesis: The title and description of the hypothesis under evaluation.

• Option A: A question randomly sampled from either the aligned or unaligned dataset.

• Option B: A question randomly sampled from the opposite dataset (aligned or unaligned) compared
to Option A.

Figure 5: The amazon mechanical turk interface our annotators are exposed to while they provide feedback.

Crowdworker Compensation. To adequately compensate our annotators, we studied how long they
would require to perform our tasks. For the first round, our preliminary experiments showed that each
worker would need approximately 5 seconds to annotate a category, question pair. Assuming Turkers
worked for an hour, they would be paid 21.60 USD which is above the US federal minimum wage. Based
on this, we decided to pay our workers who were based on the US East Coast $0.03/task. The hypotheses
that our crowdworkers evaluated are shown in Table 11.

Categories
Chronological Event Sequencing: The task involves ordering
a series of events within a narrative or historical context. The
task requires an understanding of temporal cues and the ability
to organize pieces of information in a sequence that respects the
chronological progression of the narrative or actual historical time-
line..
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Categories
Riddle Resolution Based on Textually Provided Information:
The model failed at resolving riddles when the solution relies
solely on interpreting the information that is explicitly stated in
the question without requiring additional external knowledge. The
resolution of these riddles depends on analyzing the given descrip-
tive scenario, identifying relevant pieces, and applying logical
reasoning to deduce the answer directly from the details provided.
Creative Literary Editing and Variation: The task involves
editing and improving a piece of narrative text by enhancing its
sentence flow, word choice, and vivid descriptions. It requires
understanding the original tone and style, and applying enhance-
ments without changing the core narrative.
Abstract Spatial Problem Solving: The task involves solving
abstract or visual spatial problems that require deducing relative
positions or movements based on described scenarios. This often
includes mental manipulation of geometric figures or directional
movements.
Creative Character Self-Depiction: The task involves choosing
between two options to describe oneself in a way that aligns with
the characteristics or themes of those options, which are often
from pop culture references or creative prompts requiring a degree
of personal reflection or creative interpretation.
Problem-Solving with Familial Relationship Dynamics: This
task involves solving problems based on descriptions of familial
relationships and dynamics that require logical deduction and a
clear understanding of relationships such as siblings, parents, and
in-laws.
Advanced Relationship Dynamics and Social Cues Interpreta-
tion: This involves questions that hinge on the ability to discern
complex social interactions, often requiring nuanced understand-
ing of human behavior, unspoken social cues, or emotional un-
dercurrents that are commonly understood by humans but not
explicitly stated in the context provided.
Conceptual Explanation in Mathematics or Physics: This task
requires a clear understanding of advanced concepts in mathemat-
ics or physics to elucidate why a mathematical expression or a
physical phenomenon behaves in a particular manner, necessitating
an ability to translate complex, abstract concepts into accessible,
accurate explanations.

Table 10: Human preference categories evaluated by human annotators.

GSM8K evaluation The categories generated for the GSM8K variant of the human evaluation were
generated with a slightly different category proposer prompt. The different category proposer and scorer
prompts are shown in Appendix E. We find that Claude-3 Opus is able to generate results aligned with
human opinions across different variants of the same prompt. The categories the volunteers expert annotate
are shown in Table 12.
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Table 11: Randomly sampled categories evaluated via crowdwsourcing.

Erroneous Application of Percentage Changes: The model does not correctly apply percentage changes over multiple
transactions or time periods. This includes incorrectly calculating the results of consecutive percentage increases or decreases
or misapplying compound percentage changes.

Considering Temporal Aspects in Computation Failure: This failure mode is characterized by the model’s inability to
correctly process and calculate numerical values that are dependent on the passage of time, for example, rates per hour,
growth per day, or accumulation in weeks. The error arises when the model needs to multiply or divide quantities by factors
related to a temporal dimension to determine the final figures and overlooks the sequential nature of time-dependent growth
or reduction.

Multi-Scenario Financial Computation Breakdown: Challenges arise when the model faces questions involving financial
scenarios that require multiple transactional computations or when the question involves multiple distinct stages of financial
transactions (e.g., initial investment, interest or profit accrual, deductions, and final net computations). The failure is
noticeable when the problem presents a scenario where initial values are influenced by subsequent financial events, or there
are layered transactions to be tracked.

Table 12: Categories evaluated by expert volunteers.

GSM8K Failure Modes

Complex Conditional Probability Misinterpretation: The model struggles with problems that involve conditional probabilities
with multiple conditions or layers, especially when the problem requires combining probabilities from different events or
understanding the subtleties of dependent and independent probabilities.

Failure in Addressing Compound Growth and Decay: The model does not appropriately handle problems that require
understanding and calculating compound growth or decay rates, especially when the growth or decay is non-linear and
incremental changes apply to the previous amount rather than the initial value

Erroneous Application of Percentage Changes: The model does not correctly apply percentage changes over multiple
transactions or time periods. This includes incorrectly calculating the results of consecutive percentage increases or decreases
or misapplying compound percentage changes.

Time and Rate Problem Misinterpretation: The model inaccurately solves problems involving time and rate, particularly
when these must be translated into distance or work done. This typically happens when the scenario requires converting units
or applying the rate-time-distance relationship in reverse.

Considering Temporal Aspects in Computation Failure: This failure mode is characterized by the model’s inability to
correctly process and calculate numerical values that are dependent on the passage of time, for example, rates per hour,
growth per day, or accumulation in weeks. The error arises when the model needs to multiply or divide quantities by factors
related to a temporal dimension to determine the final figures and overlooks the sequential nature of time-dependent growth
or reduction.

Discount Application Error: The model demonstrates difficulty when it must apply a percentage-based discount or markup to
multiple items. The model’s mistakes in this failure mode include incorrectly calculating the total after applying the discount
or failing to subtract the discount from the original total. This failure occurs with questions that require the application of a
percentage to adjust the total cost or value of individual or groups of items.

Exponential Growth Calculation Failure: The model is unable to accurately perform calculations that involve exponential
growth or compound processes, such as repeated multiplication over time. This is characterized by the model’s inability to
iterate a multiplication process over several periods or stages. The failure occurs when the situation demands iterative
multiplicative increases or compounding effects, as is common in scenarios involving interest rates, population growth, or
disease spread.

Multi-Scenario Financial Computation Breakdown: Challenges arise when the model faces questions involving financial
scenarios that require multiple transactional computations or when the question involves multiple distinct stages of financial
transactions (e.g., initial investment, interest or profit accrual, deductions, and final net computations). The failure is
noticeable when the problem presents a scenario where initial values are influenced by subsequent financial events, or there
are layered transactions to be tracked.

Cumulative Scenario Comprehension Slip: The model has difficulties correctly answering questions involving cumulative
scenarios where one must keep track of an ongoing tally, such as remaining or leftover items or the accumulation of goods or
deficits over time. The issue becomes apparent in questions where there is a need to add to and subtract from a running total
continually. The failure arises when it is required to maintain a tally through multiple steps, which often involves both
addition and subtraction.

E Prompt Variants

Additional Proposer Prompt
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Prompt

I will provide a series of data for you to remember. Subsequently, I will ask you some questions
to test your performance! Here are questions for you to memorize. n individual questions The
above questions were incorrectly answered by the machine learning model. Using these specific
examples, are there any common features or general types of failures the model is making? For each
identified pattern of error, please offer a detailed and precise description. Highlight the particular
characteristics of the questions that the model failed to answer correctly. Please focus on achieving
a high level of specificity and clarity in your categorization, steering clear of broad or vague
classifications such as ’Poor Implicit Information Understanding’, ’Lack of Real-World Context
or Understanding’, ’Misunderstanding of Natural Language’, ’Complex Question Mishandling’,
’Incorrect Interpretation of the Problem’, or ’Inadequate Understanding of Contextual Concepts.’
For each failure, please focus on isolating a single issue, idea, or feature that leads to a failure,
rather than grouping multiple issues under a single failure mode. These error patterns will be
verified against unseen data from the same distribution, necessitating clear, concise, and specific
hypotheses for accurate evaluation. It is crucial to articulate these hypotheses clearly and concisely.
Instead of discussing the content of the questions within each failure mode description, please
provide two short snippets of questions that demonstrate the identified failure mode afterward.
This format ensures a clear distinction between the analysis and the examples. Precisely describe
the specific conditions for when the failure occurs. The desired format for presenting each failure
mode analysis is as follows:
Failure Mode Title: A detailed description of the failure mode. Specify the conditions under which
the failure occurs.
Example Question 1 (Demonstrating Failure Mode 1)
Example Question 2 (Demonstrating Failure Mode 1)
Failure Mode Title: A detailed description of the failure mode. Specify the conditions under which
the failure occurs.
Example Question 1 (Demonstrating Failure Mode 2)
Example Question 2 (Demonstrating Failure Mode 2)

Additional Category Scorer Prompt

Prompt

Before answering, provide your reasoning. Please evaluate the alignment between the provided
question, the failure mode title, and its description. Your task is to determine if the question is
aligned with the failure mode and its description. The question is not required to completely align
with the entire hypothesis description. If any part of the question, no matter how straightforward
or simple, somewhat meets the description, it should be considered aligned within the proposed
failure mode. Importantly, a question should be considered aligned even if the aspect connecting it
to the failure mode title and description is not the primary focus of the question.
Failure Mode Title: {}
Description of Failure Mode: {}
Question: {}
Instructions:
Analyze each point of the failure description presented. Carefully read the question and identify
any elements or phrases in the question that are relevant to the failure mode and its description.
Conclusion: State ’Conclusion: Yes’ if your reasoning ascertains any connection to the failure
mode and its description within the question content. If, on the other hand, your analysis reveals
no such relation, then state ’Conclusion: No’.
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